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On Performance of Sparse Fast Fourier Transform
and Enhancement Algorithm
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Abstract—Sparse fast Fourier transform (FFT) is a promising
technique that can significantly reduce computational complex-
ity. However, only a handful of research has been conducted on
precisely analyzing the performance of this new scheme. Accurate
theoretical results are important for new techniques to avoid nu-
merous simulations when applying them in various applications.
In this study, we analyze several performance metrics and de-
rive the corresponding closed-form expressions for the sparse FFT
including 1) inter sparse interference due to nonideal window-
ing effects, 2) the probability of sparse elements overlapping, and
3) the recovering rate performance. From the analytical results,
we gain insights and propose a novel mode-mean estimation al-
gorithm for improving the performance. Simulation results are
provided to show the accuracy of the derived results as well as
the performance enhancement. We also show how to determine
parameters to achieve the lowest computational complexity using
these theoretical results.

Index Terms—Sparse fast Fourier transform, sparse signals,
recovering rate, mode-mean estimator.

I. INTRODUCTION

FAST Fourier Transform (FFT) is one of the most impor-
tant techniques in signal processing. The demands for

high-speed large-size FFT are strong and urgent. To name a
few, VDSL2 [1] and DVB-T2 [2] standards with 8k- and 32k-
FFT respectively. The dimension of signal processing for high-
resolution multimedia, such as 4k images or high-definition
audio, also needs to be scaled up for better quality. Meanwhile,
lately, deep learning has replaced high dimensional convolution
by FFT for speed-up in the neural network for extracting fea-
tures [3] and [4]. When the FFT size is large, the computational
complexity grows rapidly, and the computation units may not
be able to complete the calculations in time.

Sparsity is common and inherent in signals such as commu-
nications, audio, image and video data. Recently there has been
extensive research done in compressive sensing to handle sparse
signals [5]–[8]. Several signals are sparse in the frequency do-
main, e.g., see [9]–[12]. To transform such sparse signals to
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the other domain, sparse FFT (SFFT) can be applied to greatly
reduce computations [13]–[20].

The concept of SFFT was mentioned by the researchers in
[13]–[16]. Instead of computing all the elements, the SFFT
exposes new techniques to identify and calculate the sparse
elements. Generally, the SFFT proceeds in three steps [17]:
1) identifying the (frequency) locations of the principal
elements with large magnitude; 2) estimating the coefficients
of these elements in the first step; 3) removing the attribution
of the Fourier result computed by the first two steps from the
original signal. These three steps are repeated until the entire
sparse elements are found. H. Hassanieh et al. modified the
third step by keeping only K largest elements while setting
the others to zeros [15]. Instead of subtracting the original time
domain signal, the complexity is further reduced by subtracting
the reconstructed partial sparsity from the sub-sampled signals,
such that the complexity of the inverse FFT is also minimized
[16]. A different scheme called SFFT-DT, which handles sparse
FFT problems via downsampling the source signal in the time
domain without aliasing the outputs, was proposed in [18] and
[19]. Lately, the SFFT has been applied in image processing to
reduce the complexity and the performance loss: by optimally
permuting the signal, the spectrum collision is effectively
reduced [21]. The property in lattice theory is applied in the
hash-to-bin process so that the permutation is performed in
multi-dimension. In such a case, the peak signal-to-noise ratio
(PSNR) of the 2-D image processing can be improved by
several decibels compared to those with random permutation in
single-dimension. Another application is the noise-robust fast
Fourier aliasing-based sparse transform (R-FFAST) in [22] that
speeds up the acquisition of magnetic resonance (MR) images.

The motivations of this work are as follows: The SFFT is
a novel and promising technology. However to date not much
research has been conducted to derive accurate performance
in closed-form expressions for this new technique. Accurate
performance analyses and closed-form expressions for new
technologies are important because these closed-form ex-
pressions not only provide insights into the designs but also
avoid cumbersome numerical simulations due to the needs
of adjusting various parameters. Although some performance
bounds were derived, e.g., in [14], however, those bounds may
not be sufficiently tight, and thus simulations are still needed in
most applications. For example, one may ask the question what
is the relationship between the computational complexity and
the recovering rate under a specific parameter setting, or the
question what is the parameter setting that achieves the lowest
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computational complexity for a 100% recovering rate? To
answer these questions, accurate analyses are needed. More-
over, we notice that with the aid of signal updating iterations,
e.g., similar concept in [16], the subsampling FFT size for the
algorithm proposed in [15] can be reduced.1 In other words,
the residual sparse elements due to the shorten subsampling
FFT size after the outer loop iterations can be further recovered
with the assistance of the signal updating iterations. As a
result, the overall complexity can be reduced. The question
is how to efficiently determine suitable subsampling FFT size
and the numbers of outer loop and signal updating iterations
for various parameter settings? Again, accurate performance
analyses and closed-form expressions are competent for solving
this question. Furthermore, most of the existing SFFT schemes
use the “median” to estimate the coefficients of the sparse
elements, e.g., see [14], [15], and [16]. The reason should be
to combat the outliers, because the commonly used “mean
estimator” is susceptible to the influence of outliers. However,
we notice that in some cases, especially when the number of
outliers increases, the median estimator can lead to a serious
performance degradation in terms of recovering rate. Hence
some other estimator capable to conquer this issue is desired.

To address these issues, we have done the following contri-
butions: First, we analyze the performance of the SFFT scheme
and derive closed-form expressions. Consequently, one can de-
termine suitable design parameters without conducting numer-
ous simulation results for various cases. For example one can
use these results to determine the subsampling FFT size, win-
dowing specifications, the numbers of outer loop and signal
updating iterations for a given number of sparse elements and a
target recovering rate. Simulation results are provided to verify
the accuracy of the proposed analysis as well as show how to
use these analytical results to determine design parameters in
various situations. It is worth pointing out that the analysis is
derived for arbitrary sparse signals, although in the Examples
and Experiments, the signal that we used are i.i.d. Gaussian
since such signals are more generally used in the applications
with FFT, e.g., image processing, machine learning, etc.

Moreover, we propose a mode-mean estimator to overcome
the performance loss using the conventional median estima-
tor. This proposed estimator is motivated by the observation
that when a specific sparse element does not overlap with other
sparse elements after subsampling, its reconstructed results from
individual iterations have a high probability to be nearly identi-
cal. The proposed estimator finds the mode of the reconstructed
results from individual iterations. Those reconstructed results
that equal to the mode are further averaged to obtain the FFT out-
put. Simulation results show that the proposed mode-mean esti-
mator outperforms the conventional median estimator in terms
of estimation error and overall recovering rate.

Furthermore, using the above findings, we suggest the fol-
lowing scheme: The SFFT applies the outer loop iterations in
[15] while the median estimator can be replaced by the proposed
mode-mean estimator. Signal updating iterations, like those in

1Note that in [16], the algorithms in the outer loop iterations are not the same
as those in [15]. Also, there is no signal updating iteration used in [15].

Fig. 1. An SFFT system block diagram with outer loop and signal updating
iterations.

[16], can be used to reduce the subsampling FFT size and thus
it decreases the overall complexity. The design parameters such
as the subsampling FFT size, the numbers of outer loop and
signal updating iterations can be efficiently determined by the
proposed analytical results.

The rest of this paper is organized as follow: In Section II,
the system model of the SFFT is introduced. In addition, the
proposed mode-mean estimation is introduced and the induced
inter sparse interference is analyzed here. In Section III, this new
proposed SFFT is analyzed, and closed-form approximations are
derived for the recovering rate performance. Simulation results
are provided in Section IV. Conclusion remarks are given in
Section V.

II. SYSTEM MODEL AND PROBLEM FORMULATION

The block diagram of the suggested SFFT system is shown in
Fig. 1. The input signal x ∈ CN×1 is K-sparse in the frequency
domain, where N is a power-of-2 integer. Now let us introduce
the main steps of the SFFT, including outer loop iterations and
signal updating iterations. The outer loop iterations contain sig-
nal permutation, windowing, subsampled FFT and inner loop
iterations.

A. Permutation

The permutation function is defined as fT (n) = (βT n)mod N

in the time domain and fF (k) = (βF k)mod N in the fre-
quency domain, where βT has a uniform distribution in
{1, 3, 5, . . . , N − 1}. The index βF after the permutation in
the frequency domain can be obtained by (βF βT )mod N = 1.
Because both βT and βF are one-to-one and onto, βF also has
uniform distribution in {1, 3, 5, . . . , N − 1}.

Let x be an N × 1 complex signal in the time domain, and
its DFT X is an N × 1 K− sparse complex signal. Then it can
be shown that permutating x by x′[n] = x [fT (n)], the DFT of
the permuted signal can be obtained by X ′[k] = X [fF (k)].

B. Windowing

A Gaussian window function was used in [16]. Although
the Gaussian window function is good in stopband because its
magnitude decreases rapidly than the other window functions,
its window length is longer than Chebyshev window function
in the time domain. Also, we would like the passband region to
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be as flat as possible and the transition band be as sharp as it
can be. Intuitively, this can be achieved by using a rectangular
function. Hence, we adopt the Chebyshev window function as
the standard window and convolve it with a rectangular function
to attain the properties of flat passband and short window length.
The window function is redefined as: g ∈ RL×1 is said to be
a (εp , εs , δs , L) flat window function if its DFT G ∈ CN×1

satisfies
⎧
⎨

⎩

1 − δs ≤
∣
∣
∣G[k]

∣
∣
∣ ≤ 1 + δs, k ∈ [−εpN, εpN ]

∣
∣
∣G[k]

∣
∣
∣ < δs, k /∈ [−εsN, εsN ].

C. Subsampled FFT

Let y ∈ CN ×1 be a complex signal in the time domain and
Y ∈ CN ×1 be its DFT in the frequency domain. Instead of using
N -point FFT, in the sparse FFT, only B-point FFT is conducted,
where N

B is called the subsampling factor. It is mentioned in [24]
that downsampling in the frequency domain leads to time alias-
ing in the time domain. More specifically, let V be a downsam-
pled vector of Y via V [k] = Y [N

B k]. Then, the resulting time

aliasing effect can be expressed as v[n] =
∑N

B −1
j=0 y[n + Bj].

This is similar to downsampling a signal in the time domain
results in aliasing in the frequency domain.

D. Inner Loop Iteration

There are two kinds of iterations in the inner loop. One is
location loop iteration to determine index locations of sparse
signals, and the other is estimation loop iteration to reconstruct
amplitude. Each iteration in both loops contains permutation,
windowing, and subsampled FFT. The location and estimation
loops are introduced separately as follows:

1) Location Loop: The location loop finds dK candidate
elements that have the largest magnitude from V, where d ≥ 1
and its purpose is to keep more candidates for finding the true
K-sparse locations, and this can be determined off-line.

Let us describe how to find the locations. Let H ∈ RB×1 be
a vector obtained by setting the dK largest elements of V to
1 and the other elements to 0. Let U′ be a signal obtained by
upsampling H by a factor of N

B using the following equations:

U ′[k] = H

[(

round

(
N

B
k

))

mod N

]

, k = 0, 1, . . . , N − 1.

That is, in the upsampling operation, we assign the same value
to the neighbor elements for reflecting the window effect. Then
the reconstructed signal can be obtained by depermuting U′ as
follows:

U [k] = U ′[(βT k)mod N ], k = 0, 1, . . . , N − 1.

A 0N ×1 score table T is prepared in advance. At each itera-
tion, the score table plus one at location k, i.e., T [k] = T [k] + 1,
where k corresponds to the dK N

B non-zero elements of U [k].
After several iterations, one picks up the locations with the high-
est scores and regards them as the candidate indices of the sparse
signal. We define J as the index set of the candidate indices of
the sparse signal.

2) Estimation Loop: After determining the candidate loca-
tions of a sparse signal, namely J , estimation loop iterations
are conducted to reconstruct the amplitudes for these locations.
In the subsampled FFT, because windowing in the time do-
main is equivalent to convolving in the frequency domain, i.e.,
Y [k] = G[k] ∗ X ′[k], the subsampled FFT signal can be ex-
pressed as

V [k] = Y

[
N

B
k

]

=
N −1∑

m ′=0

G

[(
N

B
k − m′

)

mod N

]

X ′[m′]

=
N −1∑

m=0

G[
(

N

B
k − fF (m)

)

mod N

]X[m], (1)

where k = 0, 1, . . . , B − 1. Since the sparse signal consists of
only K dominant elements, (1) becomes

V [k] =
K−1∑

j=0

G

[(
N

B
k − fF (Ii)

)

mod N

]

X[Ii ], (2)

where Ii is used to emphasize that this is a candidate index of the
sparse signal. Because we have candidate locations Ii ∈ J from
the location loop, by letting k = h(Ii) = round

(
fF (Ii) B

N

)
,

one can distinguish between the desired signal and the interfer-
ence. More specifically, rewriting (2) leads to

V [h(Ii)] = G[o(Ii)]X[Ii ] +
K−1∑

j=0,j �=i

G[d(Ii, Ij )]X[Ij ], (3)

where

o(Ii) =
(

h(Ii)
N

B
− fF (Ii)

)

mod N

,

and

d(Ii, Ij ) =
(

h(Ii)
N

B
− fF (Ij )

)

mod N

. (4)

Since the window function G is known in advance, the value of
G[o(Ii)] is available. Dividing both sides by G[o(Ii)], one can
equalize the signal by

X̃[Ii ] =
G[o(Ii)]X[Ii ] +

∑K−1
j=0,j �=i G[d(Ii, Ij )]X[Ij ]

G[o(Ii)]

= X[Ii ]
︸ ︷︷ ︸

desired signal

+

∑K−1
j=0,j �=i G[d(Ii, Ij )]X[Ij ]

G[o(Ii)]
︸ ︷︷ ︸

inter sparse interference

. (5)

To combat the inter sparse interference in the equalized signal
X̃[Ii ], several iterations shall be conducted for estimating accu-
rate results. For this, the conventional estimation is introduced
first [15]. Then we introduce the proposed new estimation to
improve the performance. For representation purpose, we let
X̃(j ) [Ii ] be the equalized value with index Ii in the jth outer
loop iteration.
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Conventional Estimator: In practice the number of outer loop
iterations is limited, denoted by Router . Thus, one has the fol-
lowing observations:

X̃[Ii ] =
[
X̃(1) [Ii ], X̃(2) [Ii ], · · · , X̃(Ro u t e r ) [Ii ]

]T
, Ii ∈ J .

Due to the outliers, which are observations far from other ob-
servations, using the mean estimator is particularly susceptible
to the influence of outliers. This is more pronounced when there
are extreme values. In the algorithm proposed in [15], the me-
dian estimator was used, which performs better than the mean
estimator when there are outliers in the observations. However,
the median estimator can degrade performance in some cases.
For instance, let Router = 10, and there are 10 observations for
each candidate index. An index has the following observations:
X̃[Ii ] = (3, 3, 3, 3, 4, 5, 6, 7, 8, 8)T . In this example, the mean
value is 5 and the median is 4.5. To overcome this, we notice the
fact that most of the equalized values in individual iterations are
very close. In the above example, the mode is 3. To utilize this
finding, we propose to use a mode-mean estimator described as
follows:

Proposed Mode-Mean Estimator: We notice that when the
sparse signal indeed has a non-zero element in an index, the
probability that this index has large equalized values after indi-
vidual inner loop iterations is high; more importantly, the equal-
ized values for individual iterations are almost the same, except
for the outliers. Hence, in the proposed algorithm, we use a
mode-mean method to estimate the results. More precisely, first
we take mode operation, which identifies the candidate indices
with close equalized values. For instance, we define a thresh-
old M and an error deviation σ. If the number of outer loop
iterations is Router , we identify an index as a sparse location
if greater or equal to M of these Router equalized values have
differences smaller than 10�log 4σ	. Then these close values are
averaged to obtain the reconstructed result X̌[Ii ], which is called
mean operation. The proposed algorithm is summarized in
Algorithm 1.

Example 1. Proposed mode-mean estimator in Algorithm 1:
Let Router = 10, and hence we have 10 equalized values
for each candidate index. An example is shown in Ta-
ble I. Let σ = 4.097 × 10−8 , γ = −6, M = 3. The corre-
sponding rounded values are shown in the second column
of this table. One can see that there are seven identical
rounded values (boldfaced), which are greater than M = 3
and hence Ii is regarded as a sparse index. The mode value
is 0.551155 + 0.382201j. The reconstructed value for this in-
dex is 0.551155421 + 0.382201418j, which is very close to the
correct result 0.551155422 + 0.382201418j.

Reasonable values for σ, M and Router and their meaning
will be explained and become clear later in next section. The
value of σ is related to inter sparse interference, and it is intro-
duced in the following proposition:

Proposition 1: Assume that the sparse signal has i.i.d. sparse
elements with zero mean and variance σ2

x . Then the variance of
inter sparse interference defined by

σ2 = Var

{∑K−1
j=0,j �=i G[d(Ii, Ij )]X[Ij ]

G[o(Ii)]

}

, (6)

Algorithm 1: Proposed mode-mean estimator.
Input: candidate index set J ; equalized values in Router

individual iterations X̃(�) [Ii ]; predetermined M and σ;
Output: reconstructed signal X̌[Ii ];
1: for Ii ∈ J do
2: Round each equalized value X̃(�) [Ii ] to decimal

place γ = �log 4σ	;
3: Obtain the mode value λ that most frequently occurs

as a measure;
4: Keep and count the equalized values X̃(�) [Ii ] that

satisfies the condition∣
∣
∣λ − X̃(�) [Ii ]

∣
∣
∣ ≤ 10γ , � = 1, . . . , Router ;

5: If the count number is greater or equal to M , Ii is
regarded as a sparse index; reconstructed signal
X̌[Ii ] is obtained by averaging the kept values in
Step 4.

6: end for

TABLE I
RECONSTRUCTING SPARSE SIGNAL USING ALGORITHM 1

can be shown to be

σ2 = (K − 1)σ2
xE

{(
G[d(Ii, Ij )]

)2
}

E

{(
1

G[o(Ii)]

)2
}

.

(7)

Proof: Please see Appendix A. �
From Proposition 1, since the window function is designed

in advance, both G[o(Ii)] and |G[d(Ii, Ij )]| are known. More
specifically, we know that |G[d(Ii , Ij )]| < δs, for d(Ii, Ij ) /∈
[−εsN, εsN ]. Note that δs is the maximum value of the stop
band ripple, and the actual value of the stop band ripple shall be
lower than δs . Hence, we can obtain an upper bound value for
σ2 by letting E{(G[d(Ii, Ij )])2} = δ as

σ2 ≤ δ(K − 1)σ2
xE

{(
1

G[o(Ii)]

)2
}

. (8)

Example 2. Inter sparse interference: Theoretical and sim-
ulation results: In this example, we show the accuracy of the
theoretical result in (8). Let δs = 10−8 . The sparse elements are
assumed to be i.i.d. Gaussian with zero mean and unit variance.
Fig. 2 shows the deviation σ as a function of K for various (orig-
inal) FFT size N . Observe that the derived upper bound matches
the simulation result quite well. If high accuracy is needed, one
can use the theoretical result in (7).
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Fig. 2. The standard deviation σ of inter sparse interference for different
values of N .

Fig. 3. Distribution of inter sparse interference.

When the value of K is large, the inter sparse interference
is asymptotically Gaussian distribution. The following example
demonstrates this approximation.

Example 3. Gaussian approximation of inter sparse interfer-
ence: Let N = 215 , K = 128, B = 4K and the window func-
tion is (8.85 × 10−4 , 0.0039, 2 × 10−9 , 7723). Fig. 3 shows the
inter sparse interference and a Gaussian distribution with zero
mean and standard deviation σ = 1.265 × 10−8 . The two results
are close thanks to the Law of Large Number.

The Gaussian approximation of the inter sparse interfer-
ence can be used to determine the rounding decimal place in
Algorithm 1. More specifically, since the inter sparse interfer-
ence is asymptotically Gaussian with zero mean, and we have
already derived its standard deviation σ in Proposition 1, the
complete statistic is known. One can use this statistic to infer

that the dynamic range of the equalized values from individual
iterations. As mentioned before in Section II-D2, we set the dy-
namic range to be, e.g., 4σ, to obtain the mode of the proposed
mode-mean estimator. In this case, the equalized values of a
specific sparse element without overlapping with other sparse
elements in individual iterations shall be close. The probability
to have a difference greater than, e.g., say 4σ, shall be smaller
than 10−3 .

E. Signal Updating Iterations

When the subsampled FFT size B approaches the value of K,
for instance, B = K or B = 2K, the recovering (reconstruct-
ing) performance degrades. Signal updating iterations can be
conducted to overcome this. There is a tradeoff between com-
plexity and performance when different numbers of outer loop
and signal updating iterations are applied. That is, the main
complexity lies on the FFT. When a small value of B is used,
the FFT complexity is low while its recovering performance
may degrade. However, if updating the signal are added to im-
prove the performance, i.e., each updating the signal subtracts
part of the reconstructed sparse elements obtained from the pre-
vious iteration, the overall complexity can be lower than that
obtained by using a large value of B but without updating the
signal. Hence, if one fixes the recovering rate to be (nearly)
100%, there seems to have an optimal setting for the sparse
FFT parameters that leads to the smallest complexity. The key
to solve this problem relies on precise theoretical analysis of
the recovering rate, which is a function of several parameters
including SNR, the value of K, subsampled FFT size B, and
original FFT size N , etc. To address this question, we need to
derive closed-form solutions for the recovering rate, and this
will be introduced in Section III.

Now let us describe how signal updating iterations work.
The signal updating iterations subtract the identified sparse
elements from previous iterations. Let r = 1, 2, · · · , Rupdate ,
where Rupdate is the number of signal updating iterations. Re-
ferring to Fig. 1, the input signal after the rth updating iterations
can be expressed as [16].

Z[k] = V [k] − Vupdate [k], k = 0, 1, . . . , B − 1, (9)

where Vupdate [k], from (3), can be calculated by

Vupdate [h(Ii)] =
r∑

l=1

Kr −1∑

j=0

G[d(Ii, Ij )]X̂[Ij ], (10)

and K =
∑Ru p d a t e

r=1 Kr with Kr is the number of sparse ele-
ments that can be identified at the rth updating iteration. After
all updating iterations are done, the reconstructed signal X̂ is
obtained by combining the reconstructed sparse elements from
all iterations.

F. Performance Criteria

To make the sparse FFT more general, assuming that the input
signal is i.i.d. complex Gaussian. In this case, the recovering rate
for complex Gaussian signals shall be defined first. In this study,
we define the sparse error and recovering rate as
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Algorithm 2: Suggested SFFT with inner loop, outer loop,
and signal updating iterations.

Input: a sparse signal x; number of frequencies K; number
largest magnitude elements in location loops, d; number
iterations in updating the signal, Rupdate ; number
iterations in location loops, R�oc ; number iterations
in estimated loops, Router ; flat window function g and
G; subsampled FFT size, B;

Output: Estimated result X̂.
1: Initialization: X̂ = 0.
2: for r = 1 : Rupdate do % Signal updating iteration
3: for � = 1 : Router do % Outer loop
4: Generate a uniform random number, βT from

{1, 3, 5, . . . , N − 1} and find βF .
5: Permute signals with βT using Section II-A.
6: Window signals using Section II-B.
7: Subsampled FFT and obtain Z using Section II-C.
8: Store βT , βF , Z from all inner loop iterations.
9: if � ≤ R�oc then % Location loop

10: Make a score table.
11: end if
12: end for
13: J = find candidate sparse index that is equal or

more than score threshold in score table.
14: for � = 1 : Router do % Estimation loop
15: reconstrtuct X̃(�) [Ii ], Ii ∈ J .
16: end for
17: Obtain the reconstructed value X̌(r) in the rth

iteration using Algorithm 1;
18: X̂ = X̂ + X̌(r) . % Combine sparse elements
19: Take largest K magnitudes of X̂ and set the

remainders to zeros.
20: end for

Sparse Error =

⎧
⎨

⎩

1,
∣
∣
∣X̂[i] − X[i]

∣
∣
∣ > Vth ,

0,
∣
∣
∣X̂[i] − X[i]

∣
∣
∣ ≤ Vth ,

Recovering Rate =
1
K

K−1∑

i=0

Sparse Error, (11)

where Vth can be determined according to the performance
requirements. It is worth mentioning that the derived results are
valid for arbitrary sparse signal including lattice points such
as QAM. Taking QAM for instance, one can regard (11) as
symbol error rate by setting Vth be a half of the minimum
distance between two lattice points.

Another performance metric is the average L1 error of the K
sparse, which was defined in [15]:

Average L1 Error =
1
K

N −1∑

i=0

∣
∣
∣X̂[i] − X[i]

∣
∣
∣. (12)

The suggested sparse FFT using the proposed mode-mean
estimator is summarized in Algorithm 2. Note that in this sug-
gested sparse FFT, the method for the inner loop iterations is

the same as that in [15] except that the proposed mode-mean
estimator in Algorithm 1 is applied; while the concept to use
signal updating iterations is inspired by [16]. Note that there is
no signal updating iteration in [15], and the outer loop iterations
used in [16] are different from those in [15].

Moreover, in this suggested scheme, location loop and esti-
mation loop iterations have common function blocks, i.e., per-
mutation, windowing and subsampled FFT. Thus the results
from these two iterations can be shared by each other to reduce
iterations. That is, we can set Router = Restimation ≥ R�oc .

III. PERFORMANCE ANALYSIS

In this section, the recovering rate performance of the pro-
posed scheme is analyzed. The following two lemmas introduce
how the sparse indices behave after subsampling in the fre-
quency domain and help in deriving the recovering rate.

Lemma 1: If the index Ii has a uniform distribution in
[0, 1, 2, . . . , N − 1] and βF defined in Section II-A has a uni-
form distribution in [1, 3, 5, . . . , N − 1] , where N is with power
of 2, then the permuted index Ii ′ obtained by Ii ′ = fF (Ii) =
(βF Ii)mod N also has a uniform distribution in [1, 2, 3, . . . ,
N − 1].

Proof: See [23] �
Lemma 2: Let hF (Ii) = round

(
fF (Ii) B

N

)
be a function

that reflects signal permutation and subsampling of an index
Ii , where B is the number of resulting samples after subsam-
pling. If Ii has a uniform distribution in [0, 1, 2, . . . , N − 1],
then hF (Ii) has a uniform distribution in [0, 1, 2, . . . , B − 1]
with probability 1

B .
Proof: See Appendix B. �
We discuss the recovering rates for ideal and practical window

functions respectively in the following two subsections:

A. Recovering Rate: Ideal Rectangular Window

Let us discuss ideal window function first, i.e., ideal rectan-
gular shape in the frequency domain. Let Ii be a sparse index,
b be an index in {0, 1, . . . , B − 1} in the subsampled FFT sam-
ples, and hF (Ii) be the function defined in Lemma 2. A sparse
element cannot be recovered (or reconstructed) when it overlaps
with other sparse elements after windowing and subsampling.
That is, any two sparse elements overlap when the following
conditions hold:

d(Ii, Ij ) <
N

2B
or d(Ii, Ij ) > N − N

2B
, (13)

where d(Ii, Ij ) is defined in (4). Because the ideal window has
width N

B , sparse elements do not overlap before subsampling
if their distances are larger than N

B . That is to say, two sparse
elements overlap after subsampling when

hF (Ii) = hF (Ij ). (14)

The following two lemmas describe the probability of over-
lapping among sparse elements.

Lemma 3: In an ideal rectangular window function with
width N

B in the frequency domain, the probability that a spe-
cific sparse element does not overlap with other sparse elements
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in one iteration can be expressed as

p =
(

1 − 1
B

)K−1

. (15)

In other words, the probability that a specific sparse element
overlaps with other sparse elements in one iteration is 1 − p.

Proof: See Appendix C. �
Now we discuss how to derive the recovering rate perfor-

mance. As mentioned in the previous section, we use the mode-
mean estimator to recover the FFT result. Recall that this method
conducts Router iterations in the estimation loop, and averages
the equalized samples whose rounded values are equal to the
mode value as the reconstructed FFT result. If the number of
equalized samples used in averaging is greater or equal to M ,
we identify it a sparse element.

That is, referring to Table I, we assume that: if a sparse
element indeed appears in a frequency index Ii , the probability
that several of the rounded values from the Router iterations are
the same is very high. On the other hand, if there is no sparse
element in a frequency index, it is very unlikely that the rounded
values have the same result.

We further assume that if a specific sparse element does not
overlap with other sparse elements, this sparse element should
be able to be correctly reconstructed. If the above assumptions
hold, the non-overlapping probability p in Lemma 3 can be
regarded as the recovering probability in one iteration.

The assumptions are generally true. Although there are two
situations that may violate the assumptions, the violations can
be avoided as explained below: The first violation occurs when
the window function is not ideal. In this case, the stop band
ripple δs can affect the reconstructed values. As we have derived
the variance of the inter sparse interference in Propositions 1,
we know how to choose the rounding decimal place to avoid
this violation. For instance, referring to Example 3, the famous
4σ theorem tells us that the rounded values have a probability
less than 10−3 (this can be regarded as violation probability)
to have differences larger than 4σ. This gives us an important
reference to determine which decimal place to round. One can
avoid this violation by adjusting the rounding decimal place
such that this violation probability is in a negligible level. As
we see in Example 2, the standard deviation σ is smaller than
10−8 for all parameter settings in this example. In this case,
setting 8σ or 16σ to have negligible violation probability is not
a problem.

This violation can also be avoided by setting M . Theoretically
speaking, one may identify an element is indeed a sparse element
if greater than or equal to M = 2 of its rounded values from
Router iterations are the same. To avoid the violation, one can
simply set M = 3 instead of 2. The simulation results show that
although M = 2 may not be able to avoid this violation in some
cases, setting M = 3 can nearly avoid this violation in most
cases.

The second violation occurs when the window function is
ideal, where some overlapped sparse elements from different
iterations somehow have the same result, though this probabil-
ity is very small. This happens more often when the number K

TABLE II
SPECIFY FOR PROP. 2

of sparse elements is small. Taking two sparse elements for in-
stance, if these two sparse overlap in two iterations, the rounded
values for any one of these sparse elements in the two iterations
are identical, because there is no inter sparse interference. In
this case, the proposed algorithm may mistakenly regard the
samples corresponding to the overlapped region (before subsam-
pling) as the candidates of sparse elements, but actually these
identical results are caused by overlapped sparse elements. The
same situation applies to multiple sparse elements. Fortunately,
when K increases, especially in the interested range of sparse
FFT applications, the violation probability becomes very small.
Lemma 4 describes this second violation probability.

Lemma 4: In an ideal window function, there may be some
overlapped sparse elements from different iterations somehow
have the same result. This phenomenon is more pronounced
when the number K of sparse elements is small. Let pi denotes
the probability that exact i sparse elements overlap; i.e., for
i = 1 there is no overlap, for i = 2 two sparse elements overlap,
and so on. Then pi can be shown to be

pi =
(

1
B

)i−1 (

1 − 1
B

)K−i

, (16)

and the number of events with this probability is
(
K−1
i−1

)
.

Proof: See Appendix D. �
From the Binomial theorem, the number of total events is

2K−1 .
Example 4. Overlapping events: Let us give an example to

explain the overlapping events and probabilities in Lemma 4. Let
K = 4, and the permuted sparse four indices be i′, j′, k′, and �′.
From Lemma 4, there are totally 24−1 events shown in Table II.
Let Router = 4, each event may occur or not. For instance, one
realization can be x1,1 = x2,1 = x2,3 = x4,1 = 1 and x2,2 =
x3,1 = x3,2 = x3,3 = 0, where

∑
i

∑
j xi,j = Router = 4.

Using these results, we have the following proposition for
recovering rate performance.

Proposition 2: The recovering rate defined in (11) can be
approximated by

S =
Ro u t e r∑

α=M

Sα, (17)

where Sα is given by

Sα = Pr
[
(x1,1 = α) ∩ (x2,1 < α) ∩ . . . ∩ (xK,1 < α)

]
,
(18)
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and (18) can be calculated via

Pr
[ ∩K

i=1 ∩(K −1
i−1 )

j=1 (xi,j = ti,j )
]

=
Router !

∏K
i=1
∏(K −1

i−1 )
j=1 ti,j !

K∏

i=1

(K −1
i−1 )
∏

j=1

p
ti , j

i . (19)

Proof: See Appendix E. �
When K increases, the computational complexity for (18)

increases rapidly. We notice that when K is sufficiently large,
ti,j is small and may be ignored for i > 2. Thus we can further
approximate the recovering rate in the following proposition.

Proposition 3: When the value of K is sufficiently large, the
recovering rate defined in (11) can be approximated by (17), but
now Sα can be further approximated by

Sα =
(

Router

M

)

pM (1 − p)Ro u t e r −M , (20)

and p is defined in (15).
Proof: See Appendix F. �

B. Recovering Rate: Practical Window

For practical window function, the effects of transition band
and stop band ripples shall be considered. Practical flat win-
dow function is defined as (εp , εs , δs , L) in Section II-B. Sparse
elements after windowing in practical window overlap more of-
ten than in ideal window due to the transition band. Thus the
overlapping condition for the sparse elements is modified as

d(Ii, Ij ) ≤ εsN or d(Ii, Ij ) ≥ N(1 − εs), (21)

where d(Ii, Ij ) is defined in (4).
In a practical window function, the overlapping condition in

(14) no longer holds. Hence, we need the following two lemmas
for obtaining the recovering rate.

Lemma 5: Let Ii and Ij be two different sparse indices that
have a uniform distribution in [0, 1, 2, · · · , N − 1]. Then the
distance function d(Ii, Ij ) defined in (21) also has the uniform
distribution in [0, 1, 2, · · · , N − 1].

Proof: See Appendix G. �
Lemma 6: In a (ωp, ωs, δs , L) practical window function, the

probability that a specific sparse element does not overlap with
other sparse elements in one iteration can be expressed as

p = (1 − 2εs)
K−1 . (22)

Proof: See Appendix H. �
Using Lemmas 5–6, and previous results in Proposition 3, we

have the recovering rate for practical window functions summa-
rized in the following proposition.

Proposition 4: Given a (εp , εs , δs , L) practical window func-
tion. Let all the parameters remains the same as those in Propo-
sition 3. Then the probability that M of the Router iterations
have the same value can be expressed as in (20), where now p
shall be from (22). The recovering rate defined in (11) can again
be approximated by (17).

C. Signal Updating Iterations and Recovering Rate

Having the recovering rate for the outer loop iterations, the
recovering rate for signal updating iterations can then be intro-
duced in the following proposition.

Proposition 5: Given a (εp , εs , δs , L) practical window func-
tion. Let the number of signal updating iterations be Rupdate ,
and let all the parameters remains the same as those in Propo-
sition 3. The recovering rate defined in (12) with the outer loop
iterations can be approximated by

SRu p d a t e
= 1 −

Ru p d a t e∏

r=1

(1 − Sr ), (23)

where

Sr =
Ro u t e r∑

α=M

(
Router

α

)

pα
r (1 − pr )Ro u t e r −α ,

pr = (1 − 2εs)
(1−Sr −1 )K−1 .

For the first updating iteration, set p1 = (1 − 2εs)
K−1 .

Note that when (1 − Sr−1)K − 1 < 0, and thus pr > 1, it
implies that the sparse element can be perfectly reconstructed
at this updating iteration. In this case, we set pr = 1 so that this
position can be functional well.

IV. SIMULATION RESULTS

Simulation results are provided to 1) demonstrate the accu-
racy of the derived analytical results, and 2) compare the per-
formance of the proposed algorithm and the scheme in [15].
The input signal is complex Gaussian with zero mean and unit
variance in the experiments. Practical window is applied unless
specifically mentioned. The window function is designed by
setting Bcst loc = Bcst est and δ = 10−8 , see [15].

Experiment 1. Performance comparisons of conventional
median and proposed mode-mean estimators: In this experi-
ment, the proposed mode-mean estimator in Algorithm 1 is
compared with the conventional median estimator in [15]. Let-
ting N = 214 and Router = 20, the mean square errors as func-
tions of different values of B/K for these two estimators are
shown in Fig. 4. From the figure, the proposed estimator out-
performs the median estimator in the interested values of B/K
for M = 2 and M = 3. This result is not surprising because
the proposed estimator finds the mode and thus can handle the
outliers more robustly than the median estimator, whose perfor-
mance is usually dominated by the accuracy of the location loop
iterations.

Experiment 2. Performance comparison of conventional and
proposed schemes: In this example, we compare the perfor-
mance of the sFFT 1.0 [15] and the proposed schemes in terms
of the recovering rate and the average L1 error defined in (11)
and (12), respectively. The parameter setting is as follows: Let
K = 16. The number of iterations for location loop is R�oc = 7
and that for estimation loops is Router = 14.

Fig. 5 shows the recovering rate as a function of N . Fig. 5 (b)
is the zoom-in version of Fig. 5 (a). Solid and dashed curves
are respectively for the proposed and the sFFT 1.0 schemes. We
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Fig. 4. MSE performance comparison between the conventional median esti-
mator and the proposed mode-mean estimator.

Fig. 5. Recovering rate as a function of N .

observe from these two figures that the proposed scheme has
better recovering rate than that of the sFFT 1.0 scheme both for
B = K and B = 4K. Also, from Fig. 5 (b), the performance
for B = K with the signal updating iterations approaches that
for B = 4K without updating iterations, in this example, when
N = 16384 the recovering rate for B = K with three signal
updating iterations is near the same as that for B = 4K. This
result shows that with the aid of updating iterations, one can use
a smaller size subsampled FFT, i.e., B = K in this example,
to achieve comparable performance as that obtained by using a
larger subsampled FFT size B = 4K.

The average L1 error as a function of N is shown in
Fig. 6. Again, the proposed scheme outperforms the sFFT
1.0 scheme for B = K, B = 2K and B = 4K. Moreover, it
is worth emphasizing that the proposed scheme with B = K
and Rupdate = 3 can outperform the sFFT 1.0 scheme with
B = 4K.

Fig. 6. Average L1 error as a function of N .

Fig. 7. The probability that a specific sparse element does not overlap with
other sparse elements in one iteration.

Experiment 3. Theoretical and simulation results for recov-
ering rate: In this experiment, we show the accuracy of the
derived analytical results in Lemma 3 and Propositions 2–4.
The number of iterations in the estimation loop is Router = 10.

Let us discuss ideal window first. As discussed in Lemma 3,
the probability that a specific sparse element does not overlap
with other sparse elements in one iteration has the probability p
given in (15). Fig. 7 shows the analytical and simulation results
for p as a function of B/K for different values of K. The two
results match quite well.

As discussed in Proposition 3, when an element has its
rounded values be identical for more than M times, we identify
this as a sparse element and assume that it can be recovered.
This corresponding probability is expressed in (20).

The corresponding simulation results and analytical results
are shown in Figs. 8 and 9 for K = 4 and 64, respectively.
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Fig. 8. Probability of the number m of occurrences that the recovered values
of a specific sparse satisfy (20) in the 10 iterations: K = 4.

Fig. 9. Probability of the number m of occurrences that the recovered values
of a specific sparse satisfy (20) in the 10 iterations: K = 64.

Observed from these three figures, in general the theoretical
results match to the simulation results closely. The theoretical
results in Proposition 3 are more accurate for a large value
of K than smaller one. For instance, the theoretical results
with K = 4 and when B = K in Fig. 8 have some approxi-
mation error. This is reasonable because we have explained in
Section III-A that when K is small, sometimes the overlapping
sparse elements may happen to produce identical values in dif-
ferent iterations when ideal windowing is applied. Fortunately,
the corresponding probability decreases as K increase. Thus the
derived results become more accurate as K increases.

For a small value of K, the computational complexity is not
an issue, using Proposition 2 leads to a more accurate approx-
imation than using Proposition 3. From Fig. 8, we see that for
a small value of K the analytical results using Proposition 2
indeed approximate better than that using Proposition 3.

Fig. 10. Recovering rate as a function of B/K with K = 16: ideal windows.

Fig. 11. Recovering rate as a function of B/K with K = 64 ideal windows.

In Figs. 10 and 11, we show the recovering rate comparison
between the analytical result in (17) and true recovering rate
from simulations. We have the following observations: first,
setting M ≥ 3 in (17), the analytical results match the simu-
lation results well. Moreover, comparing these two figures, the
theoretical results are more accurate for a larger value of K than
a smaller one due to same reason explained above. In general,
the original FFT size N is very large (more than 213 according to
[15]–[19]). Hence, the interested number K of sparse elements
is usually large as well. In this case, the derived recovering rate
in Proposition 3 is generally accurate. Nevertheless, as shown
in the red circled curve in Figs. 10, if the computation is not
an issue, the theoretical result in Proposition 2 can approximate
the simulation result more accurately than Proposition 3.

Next, let us show the results for practical window functions. In
Figs. 12 and 13, the comparison of the recovering rate between
the analytical result in Proposition 4 and the simulation result
are provided. Again the two results are quite close, and similar
observations obtained in ideal window functions also appear in
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Fig. 12. Recovering rate as a function of B/K with K = 16: practical
windows.

Fig. 13. Recovering rate as a function of B/K with K = 64: practical
windows.

practical window function. All these results show the accuracy
of the analytical approximations.

Experiment 4. Performance with the aid of signal updating
iterations: We show how the performance is improved via signal
updating and verify the closed-form expression in Proposition 5.

The theoretical results are obtained by letting M = 3 in
Proposition 5. Let B = K, which demands the minimum sub-
sampled FFT size. Fig. 14 shows the recovering rate as a func-
tion of the number Rupdate of signal updating iterations. Again,
we see that the theoretical results corroborate the simulation
results. Also, for K ≤ 32, the recovering rate achieves above
95% using two updating iterations. The recovering rate is almost
100% using three updating iterations for all values of K in this
simulation.

Fig. 14. Recovering rate as a function of the number of signal updating itera-
tions: B = K .

Fig. 15. Complexity as a function of recovering rate for various parameter
settings: K = 29 and N = 215 .

Experiment 5. Trade-off between performance and complex-
ity with various parameter settings: In this experiment, we see
how the derived analytical results help in determining the best
parameter setting to achieve a good trade-off between perfor-
mance and complexity. The philosophy is that by using a small
value of B, the subsampled FFT size can be reduced; while its
performance degradation can be compensated by using signal
updating iterations. For the complexity, it is calculated as fol-
lows: The complexity of multiplying a window function with
length L is with O(L), subsampled FFT with size B is with
O(B log B), and conducting both the location and estimation
loop iterations is with O(dK N

B ). Because the numbers of itera-
tions is Router for outer loops and is Rupdate for signal updating,

Authorized licensed use limited to: National Chiao Tung Univ.. Downloaded on April 25,2022 at 12:41:50 UTC from IEEE Xplore.  Restrictions apply. 



CHEN et al.: PERFORMANCE OF SPARSE FAST FOURIER TRANSFORM AND ENHANCEMENT ALGORITHM 5727

Fig. 16. Complexity as a function of recovering rate for various parameter
settings: K = 210 and N = 216 .

the total complexity has an order of

O
(

RupdateRouter

(

L + B log B + dK
N

B

))

.

The number of iterations in the estimation loop is 10.
Figs. 15 and 16 show the complexity as a function of re-
covering rate for various parameter settings, respectively, for
K = 29 , N = 215 and K = 210 , N = 216 .

We observe from the two figures, if nearly 100% recovering
rate is demanded, minimum complexity is achieved by using
B = 2K and letting the number of signal updating iterations be
two. Because there are a numerous number of parameter set-
tings in practical designs, the theoretical results in Proposition 5
indeed help in determining a suitable parameter setting without
running time-consuming simulations.

V. CONCLUSION

In this paper, we have analyzed the recovering rate per-
formance of the SFFT system and derived the corresponding
closed-form expressions. With these accurate closed-form re-
sults, the relationships between the performance and complex-
ity are known for various implementations without conducting
cumbersome simulations. Also, we have shown how to deter-
mine the parameters such as subsampling FFT size, and the
numbers of outer loop and signal updating iterations to achieve
the lowest computational complexity. Moreover, inspired by the
theoretical results, we have proposed a new mode-mean esti-
mator, which has been shown to outperform the conventional
median estimator, verified via the simulation results. Since there
is an increasing number of emerging applications that use large-
size FFT and with sparse signals, these analyses and the new
estimation algorithm provide timely engineering references for
practical designs.

APPENDIX

A. Proof of Proposition 1

If two random variables X and Y are uncorrelated, the vari-
ance of the product of X and Y is given by

Var(XY ) = E
{
(XY )2}− (E{XY })2

= E
{
X2}E

{
Y 2}− (E{X})2 (E{Y })2 .

Then (6) becomes

σ2 = E

⎧
⎨

⎩

⎛

⎝
K−1∑

j=0,j �=i

G[d(Ii, Ij )]X[Ij ]

⎞

⎠

2⎫
⎬

⎭
E

{(
1

G[o(Ii)]

)2
}

−
⎛

⎝E

⎧
⎨

⎩

K−1∑

j=0,j �=i

G[d(Ii, Ij )]X[Ij ]

⎫
⎬

⎭

⎞

⎠

2(

E

{
1

G[o(Ii)]

})2

.

Since the input sparse signal X is assumed to have zero mean,

it yields E
[∑K−1

j=0,j �=i G[d(Ii, Ij )]X[Ij ]
]

= 0, and σ2 becomes

K−1∑

j=0,j �=i

E

{(
G[d(Ii, Ij )]

)2
}

E

{(
X[Ij ]

)2
}

E

{(
1

G[o(Ii)]

)2
}

.

(24)

The expression in (24) leads to (7) by using the variance σ2
x .

B. Proof of Lemma 2

Let b = hF (Ii) be an index in {0, 1, , . . . , B − 1} in subsam-
pled FFT. Then the probability of hF (Ii) is given by

Pr
[

hF (Ii) = b

]

= Pr
[

round

(

fF (Ii)
B

N

)

= b

]

. (25)

Using the definition of rounding function, (25) becomes

Pr
[

b − 1
2
≤ fF (Ii)

B

N
< b +

1
2

]

= Pr
[(

b − 1
2

)
N

B
≤ fF (Ii) <

(

b +
1
2

)
N

B

]

. (26)

Using Lemma 1, we obtain that

Pr
[

hF (Ii) = b

]

=
(b + 1

2 )N
B − (b − 1

2 )N
B

N
=

1
B

. (27)

C. Proof of Lemma 3

In Lemma 2, the probability that hF (Ii) falls in a specific
index after subsampling is 1

B . If the number of sparse ele-
ments is K, the question that a specific sparse element does not
overlap with other sparse elements, i.e., hF (Ii) �= hF (Ij ), j ∈
{0, 1, . . . ,K − 1}\{i}, can be regarded as a combinatorics
problem. This is equivalent to ask: Suppose that there are K
independent balls numbered X0 ,X1 , . . . , XK−1 thrown into
B independent boxes numbered b0 , b1 , . . . , bB−1 . What is the
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probability that a box has only one ball? Hence this probability
is given by:

p = B ×
(

1
B

)

× (B − 1)K−1 ×
(

1
B

)K−1

= (B − 1)K−1 ×
(

1
B

)K−1

=
(

1 − 1
B

)K−1

.

D. Proof of Lemma 4

Let p2 denotes the probability that exactly two
sparse elements overlap, i.e., hF (Ii) = hF (Ij ) �= hF (Ik ), Ik ∈
I\{Ii, Ij}. From Lemma 3, the probability that a specific
sparse element does not overlap with other sparse elements is
(
1 − 1

B

)K−1
. It can be shown that p2 is given by

p2 =
B × 1 × BK−2

BK
=
(

1
B

)1 (

1 − 1
B

)K−2

, (28)

and there are
(
K−1

1

)
events with probability p2 .

Let p3 denotes the probability that exactly three sparse ele-
ments overlap, i.e., hF (Ii) = hF (Ij ) = hF (Ik ) �= hF (I�), I� ∈
I\{Ii, Ij , Ik}. Similarly, p3 can be shown to be

p3 =
B × 1 × 1 × BK−3

BK
=
(

1
B

)2 (

1 − 1
B

)K−3

, (29)

and there are
(
K−1

2

)
events with probability p3 .

Let pi denotes the probability that exactly i sparse elements
overlap. Applying the mathematical induction, we have

pi =
B × 1(i−1) × BK−i

BK
=
(

1
B

)i−1 (

1 − 1
B

)K−i

, (30)

and there are
(
K−1
i−1

)
events with probability pi .

E. Proof of Proposition 2

Let pi be the probability that exact i sparse elements over-
lap and xi,j be the number of events that exact i sparse ele-
ments overlap (the jth situation) in the Router iterations, where

Router =
∑K

i=1
∑(K −1

i−1 )
j=1 xi,j . The probability that in the Router

iterations, there are x1,1 times that no sparse elements overlap
∩ there are x2,1 times that two sparse elements overlaps (the
first situation) ∩ · · · ∩ there are x2,2 times that two sparse el-
ements overlaps (the second situation) ∩ · · · ∩ there are xK,1
times that K sparse elements overlaps can be expressed as in
(19). Since mode operation is used in the proposed estimator,
a specific sparse element can be reconstructed if the number of
events that no sparse elements overlap is greater than the number
of events that two sparse elements overlap, ∩ than that of three
sparse elements overlap, ∩ · · · ∩ than that of K sparse elements
overlap. That is, if x1,1 = α, one needs α > x2,1 ∩ α > x2,2
∩ . . . ∩ α > xK,1 to ensure that the mode operation leads to
the correct result. This probability is defined in (18), and can be
calculated using (19). Since the proposed mode-mean estimator

identifies an element as a sparse element when greater than or
equal to M equalized values from the Router iterations have
identical rounded values, the identifying probability of the pro-
posed scheme is the summation of Sα , for α from M to Router ,
as in (17). The recovering rate can be approximated by this
identifying probability if the assumptions that we mentioned
between Lemma 3 and Lemma 4 hold.

F. Proof of Proposition 3

When the value of K is sufficiently large, the probability that
any two sparse elements overlap become small. The probability
that more than two sparse elements overlap become negligible.
In this case, we may set ti,j = 0 for i > 2 in (19), and there
are two events; one is no-overlapping and the other is overlap-
ping by two sparse elements. Hence, there are two probabilities
corresponding to these two events, i.e., p1,1 and p2,i . By letting
p1,1 = p and

∑
i p2,i = (1 − p), the probability in (19) can be

approximated by (20). Similar approximation was used in [25].

G. Proof of Lemma 5

From Lemmas 1 and 2, hF (Ii) has a uniform distribution
in [0, 1, 2, . . . , B − 1] and fF (j) has a uniform distribution in
[0, 1, 2, . . . , N − 1]. Then X = h(Ii)N

B has a uniform distribu-
tion in [0, N

B , 2N
B , . . . , (B − 1)N

B ] and Y = fF (j) has a uniform
distribution in [0, 1, 2, . . . , N − 1]. The difference Z = X − Y
can be regarded as the sum of two independent discrete random
variables Z = X + (−Y ) = X + Y ′. Let the PMF of X be fX

and the PMF of Y ′ be f ′
Y . Then the PMF of Z is given by

fZ (z) = fX ∗ fY ′(z)

=
z∑

x=0

fX (x)fY (x − z), x = 0, 1, . . . , z. (31)

From (31), fZ (z) is with triangular shape. Let the PMF of Z ′

be fZ ′ = f(Z )m o d N
. After performing modulo operation in the

triangular shape PMF of fZ (z), the PMF of fZ ′ has a uniform
distribution in [0, 1, 2, . . . , N − 1] with probability 1/N , which
is also the PMF of d(Ii, Ij ).

H. Proof of Lemma 6

In a practical window, the condition that a specific sparse ele-
ments overlaps with other sparse elements when the conditions
in (21) hold. From Lemma 5, d(Ii, Ij ) is uniformly distributed
in [0, 1, 2, · · · , N − 1]. Thus the overlapping probability can be
expressed as

Pr {d(Ii, Ij ) ≤ 2εsN} =
2εsN

N
= 2εs , (32)

On the other hand, the non-overlapping probability is

1 − 2εs . (33)

Since there are totally K sparse elements, all the elements do
not overlap each other in one iteration is thus given by

p = (1 − 2εs)
K−1 . (34)
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