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#### Abstract

We propose a training sequence that can be used at the handshaking stage for multi-cell networks. The proposed sequence is theoretically proved to enjoy several nice properties including constant amplitude, zero autocorrelation, and orthogonality in multipath channels. Moreover, the analytical results show that the proposed sequence can greatly reduce the multi-cell interference (MCI) induced by carrier frequency offset (CFO) to a negligible level. Therefore, the CFO estimation algorithms designed for single-user or single-cell environments can be slightly modified, and applied in multi-cell environments; an example is given for showing how to modify the estimation algorithms. Consequently, the computational complexity can be dramatically reduced. Simulation results show that the proposed sequences and the CFO estimation algorithms outperform conventional schemes in multi-cell environments.
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## I. Introduction

RECENTLY, OFDM based two-tier cell networks, which consist of a conventional macrocell cellular network overlaid with small cells access points (FAPs), attract extensive research attention due to their enhanced capacity and improved coverage, see e.g., [1]-[3]. In many cases, different cells may appear in the same frequency band to increase user capacity and data capacity. One example is to deploy multiple cells in a band and use spatial multiplexing to avoid multicell and multi-user interference [4]-[6]. Another example is in cooperative networks [7]-[9], where one user may receive and combine the signals from several cells to increase data capacity. However, in both examples, multi-cell interference (MCI) appears at the early handshaking stage and degrades the performance of cell ID (identity) detection, synchronization, and channel estimation. More specifically, in the first example, spatial multiplexing may be applied after the handshaking stage because it needs channel information. In the second example, the user needs to detect cell IDs first, and then determine proper cells to cooperate. Thus, how to attain a smooth handshaking under the appearance of MCI is an important issue.

One way is via mitigating the MCI. There are several interference mitigation methods including power control and

[^0]spectrum allocation [10]-[13]. For instance, the optimal decentralized spectrum allocation technology was proposed in [10], and a distributed cell power control mechanism to achieve higher signal-to-interference plus noise ratio (SINR) was proposed in [11]. The pricing strategies for power control in multi-cell wireless data networks was analyzed in [12].
Another solution may be via properly designing the training sequences that are also used as the cell IDs. Good training sequences are expected to have several properties including constant amplitude, zero autocorrelation and orthogonality. For instance, the Zadoff-Chu (ZC) sequences used in 3GPPLTE (Long Term Evolution) have such nice properties [14]. However, the ZC sequences may not be suitable for multicell environments, because their orthogonality is destroyed in multipath channel environments, and this results in MCI. Also, when carrier frequency offset (CFO) appears, the induced MCI becomes serious. On the other hand, several multi-user interference (MUI-) free sequences have been proposed in [15]-[17]. Those sequences are shown to have interference-free property when there is no CFO , and have negligible interference when CFO appears. The sequences in [17] attain a better PAPR (peak-to-average power ratio) performance than that in [15] and [16]. Although those sequences are interference free, they do not have the zero-autocorrelation property because the sequences are initially designed for MC-CDMA systems. From the discussion above, if we can find the sequences that enjoy constant amplitude, zero autocorrelation, and orthogonality in multipath channel environments, the handshaking procedure would be smooth in multi-cell networks. As a result, low-complexity cell ID detection, synchronization and CFO estimation algorithms designed for single-user or single-cell environments can be slightly modified and applied in multicell environments [18]-[26]. This motives us to design the sequences that have the mentioned nice properties.
In this paper, we propose training sequences for multi-cell environments. The proposed sequences enjoy the properties of constant amplitude, zero autocorrelation, and orthogonality in multipath channels both in time and frequency domains. The proposed sequences are inspired by the ZC sequences and the Gold code. We notice that Gold code has good orthogonality and the ZC sequences have the mentioned properties. By using similar procedures of generating the ZC sequences and the Gold code, the proposed sequences preserve the nice properties of these two sequences. More specifically, we select two ZC sequences and use similar shift-and-combine method for generating the proposed sequence. In addition, we theoretically prove that the proposed sequences can indeed achieve the mentioned properties. Moreover, we analyze the induced MCI when CFO appears, and find the MCI is negligible


Fig. 1. The block diagram of a OFDM based multi-cell system.
in CFO environments. Furthermore, we take the single-cell CFO estimation algorithm in [19] as an example, and show how to modify it in multi-cell environments. As a result, the computational complexity for CFO and channel estimation can be greatly reduced thanks to the mitigation of MCI. Simulation results show that the analytical results are accurate, and the proposed sequences as well as the CFO estimation algorithms greatly outperform conventional schemes in multicell environments.

This paper is organized as follows: Sec. II describes the system model. In Sec. III, the generation of the proposed sequences and the analysis including autocorrelation and orthogonality are introduced. We analyze the MCI of the proposed sequences under multipath and CFO environments in Sec. IV, and propose the CFO estimation algorithm for multicell environments in Sec. V. Simulation results and conclusion are given in Secs. VI and VII, respectively.

Notations. All vectors are in lowercase boldface and matrices are in uppercase boldface. $(\cdot)^{T},(\cdot)^{*}$, and $(\cdot)^{H}$ denote the transpose, complex conjugate, and conjugate transpose of matrix. $((\cdot))_{N}$ and $|\cdot|$ represent the module of $N$ and absolute value, respectively. angle $(\cdot)$ denotes the phase. $\mathbf{I}_{L}$ is the $L \times L$ identity matrix. $\mathbf{P}_{(n)} \in \mathbb{R}^{N \times N}$ denotes a permutation matrix obtained by cyclically down shifting the row of an identity matrix $\mathbf{I}_{N}$ by $n$ elements. $\operatorname{diag}(\cdot)$ is a diagonal matrix which puts vector on the main diagonal.

## II. System Model and problem formulation

A block diagram describing OFDM-based multi-cell cell search structure is illustrated in Fig. 1. Assume there are $I$ cells in the same frequency band and each cell is assigned a unique synchronization sequence $\mathbf{w}_{i}=\left(w_{i}[0] \cdots w_{i}[N-1]\right)^{T}$, $0 \leq i \leq I-1$. The synchronization sequence $\mathbf{w}_{i}$ is converted to $\mathbf{d}_{i}$ through inverse DFT (IDFT) operation, i.e., $\mathbf{d}_{i}=\mathbf{F}^{H} \mathbf{w}_{i}$, where $\mathbf{F}$ is the $N \times N$ DFT matrix with the $k$ th row and the $n$th column being $[\mathbf{F}]_{k n}=\frac{1}{\sqrt{N}} e^{-j \frac{2 \pi}{N} k n}$. Assume there is a user attempting to connect to one of these $I$ cells. For this user, the time-domain received signal after removing cyclic prefix (CP) is represented as

$$
\begin{equation*}
\mathbf{r}=\sum_{i=0}^{I-1} \boldsymbol{\Phi}_{i} \mathbf{H}_{i} \mathbf{d}_{i}+\mathbf{n} \tag{1}
\end{equation*}
$$

where $\boldsymbol{\Phi}_{i}=\operatorname{diag}\left(e^{j \frac{2 \pi}{N} N_{g} \epsilon_{i}} \ldots e^{j \frac{2 \pi}{N}\left(N+N_{g}-1\right) \epsilon_{i}}\right)$ is the CFO matrix with $N_{g}$ being the CP length and $\epsilon_{i}$ being the CFO between this user and the $i$ th cell. $\mathbf{n} \in \mathbb{C}^{N \times 1}$ is the noise vector and $\mathbf{H}_{i}$ is an $N \times N$ circulant matrix given by

$$
\mathbf{H}_{i}=\left(\begin{array}{llll}
\mathbf{P}_{(0)} \overline{\mathbf{h}}_{i} & \mathbf{P}_{(1)} \overline{\mathbf{h}}_{i} & \cdots & \mathbf{P}_{(N-1)} \overline{\mathbf{h}}_{i}
\end{array}\right)
$$

where $\overline{\mathbf{h}}_{i}=\left[\mathbf{h}_{i}^{T} \quad \mathbf{0}_{1 \times N-L}\right]^{T}$ and $\mathbf{h}_{i} \in \mathbb{C}^{L \times 1}$ are the channel of the $i$ th cell, with distribution $\mathcal{C N}(0,1)$. Since the circulant matrix $\mathbf{H}_{i}$ can be diagonalized using DFT and IDFT matrices, i.e., $\mathbf{H}_{i}=\mathbf{F}^{H} \boldsymbol{\Lambda}_{i} \mathbf{F}$, where $\boldsymbol{\Lambda}_{i}=\operatorname{diag}\left(\boldsymbol{\lambda}_{i}\right)$, and $\boldsymbol{\lambda}_{i}$ is the frequency response of the $i$ th channel expressed as $\boldsymbol{\lambda}_{i}=\mathbf{F} \overline{\mathbf{h}}_{i}$. We can rewrite (1) as

$$
\begin{equation*}
\mathbf{r}=\sum_{i=0}^{I-1} \boldsymbol{\Phi}_{i} \mathbf{F}^{H} \boldsymbol{\Omega}_{i} \mathbf{F} \overline{\mathbf{h}}_{i}+\mathbf{n} \tag{2}
\end{equation*}
$$

where $\boldsymbol{\Omega}_{i}=\operatorname{diag}\left(\mathbf{w}_{i}\right)$. Our objective is to find a suitable cell for this user to connect, and complete the CFO estimation in the multi-cell environment. Thus it is important for this user to distinguish the signals between the targeted cell and the interfering cells. The targeted cell is chosen if it has the maximum matched value. Without loss of generality, assume the $j$ th cell is the targeted cell. The matched result can be expressed as

$$
\begin{align*}
& \mathbf{d}_{j}^{H} \mathbf{r}=\mathbf{d}_{j}^{H}\left[\sum_{i=0}^{I-1} \mathbf{\Phi}_{i} \mathbf{F}^{H} \boldsymbol{\Omega}_{i} \mathbf{F} \overline{\mathbf{h}}_{i}+\mathbf{n}\right] \\
& =\{\underbrace{\mathbf{d}_{j}^{H} \boldsymbol{\Phi}_{j} \mathbf{F}^{H} \boldsymbol{\Omega}_{j} \mathbf{F} \overline{\mathbf{h}}_{j}}_{\text {desired signal }}+\sum_{i=0, i \neq j}^{I-1} \underbrace{\mathbf{d}_{j}^{H} \boldsymbol{\Phi}_{i} \mathbf{F}^{H} \boldsymbol{\Omega}_{i} \mathbf{F} \overline{\mathbf{h}}_{i}}_{\mathbf{M C I}_{j \leftarrow i}}+\mathbf{d}_{j}^{H} \mathbf{n}\} . \tag{3}
\end{align*}
$$

The proposed sequence is to be used for cell detection under the environments with time and frequency offsets. In 3GPPLTE systems, the sequence for symbol timing, cell sector detection and CFO estimation is the primary synchronization sequence (PSS) [24],[25]. It is worth to point out that the PSS is designed for single cell environment. Thus, if it is used in multi-cell environments, the estimation performance degrades due to multi-cell interference (MCI). More specifically, from (3), the matched value is polluted by the MCI induced by multipath channels and CFO effects, and therefore it degrades the synchronization performance. One method to mitigate the MCI is to design the synchronization sequences that are robust to multipath channels and CFO effects. However, the PSS in LTE standard suffers from the MCI due to its weak orthogonality in time-domain. In order to mitigate the MCI as well as to preserve the utility of PSS, we propose a set of synchronization sequences which can simultaneously achieve good orthogonality and autocorrelation property. The proposed sequences can be used for cell detection under the multi-cell environments with frequency offsets.

## III. Proposed Synchronization Sequence

The proposed sequence is motivated by the PSS applied in 3GPP-LTE systems and the idea of generating Gold sequence.

We briefly introduce the PSS. In [1], the PSS $p_{u}$ is generated by the Zadoff-Chu (ZC) sequence of length 63, i.e.,

$$
p_{u}[k]=\left\{\begin{array}{l}
e^{-j \frac{\pi}{63} u k(k+1)}, \quad k=0,1, \ldots, 30 \\
e^{-j \frac{\pi}{63} u(k+1)(k+2)}, \quad k=31,32, \ldots, 61
\end{array}\right.
$$

where $u=\{25,29,34\}$ is the root of the ZC sequence [14]. PSS has the properties of constant amplitude and zero autocorrelation (CAZAC) in both frequency domain and time domain. PSS is used for symbol timing, CFO estimation and cell sector detection [22]-[25]. In 3GPP-LTE systems, OFDMA scheme is adopted and one cell is camped in one specific frequency band. However, the cells in two-tier networks may occupy the same frequency band. As a result, using the PSS degrades the synchronization performance due to the MCI arisen from the lack of sequence orthogonality.

## A. Proposed sequence design

To mitigate the MCI as well as to preserve the CAZAC property, we refer to the concept for generating the Gold sequence. Since ZC sequence has CAZAC property; while Gold sequences have good orthogonality, one intuition to generate a set of sequences that can preserve both properties is to combine the generation of these two kinds of sequences. More specifically, the proposed sequences are generated by combining two ZC sequences with different roots $u_{1}$ and $u_{2}$. The proposed sequences can be collected to form a matrix $\mathbf{W}=\left[\mathbf{w}_{0}, \mathbf{w}_{1}, \ldots, \mathbf{w}_{N-1}\right]$, where $\mathbf{w}_{i} \in \mathbb{C}^{N \times 1}$ is the synchronization sequence and is the combination of two ZC sequences $\mathbf{x}$ and $\mathbf{y}, 0 \leq i \leq N-1$. Each column in $\mathbf{W}$ is generated by the following formula

$$
\begin{equation*}
\mathbf{w}_{i}=\mathbf{Y} \mathbf{P}_{(i)} \mathbf{X} \tag{4}
\end{equation*}
$$

where $\mathbf{Y}=\operatorname{diag}(\mathbf{y})$ and $\mathbf{X}=\operatorname{diag}(\mathbf{x})$. For example, the proposed sequences for length $N=4$ are expressed as

$$
\mathbf{W}=\left(\begin{array}{llll}
y[0] x[0] & y[0] x[3] & y[0] x[2] & y[0] x[1] \\
y[1] x[1] & y[1] x[0] & y[1] x[3] & y[1] x[2] \\
y[2] x[2] & y[2] x[1] & y[2] x[0] & y[2] x[3] \\
y[3] x[3] & y[3] x[2] & y[3] x[1] & y[3] x[0]
\end{array}\right)
$$

It is noted that the entry of the proposed sequences can be summarized as

$$
\begin{equation*}
w_{i}[k]=e^{-j \frac{\pi}{N} \alpha_{i}[k]} \tag{5}
\end{equation*}
$$

where
$\alpha_{i}[k]=\left\{\begin{array}{l}u_{1}(k-i)^{2}+u_{2} k^{2}, \text { if } N \text { is even. } \\ u_{1}(k-i)(k-i+1)+u_{2} k(k+1), \text { if } N \text { is odd. }\end{array}\right.$
We show that the proposed sequence has good autocorrelation property and orthogonality, which can greatly simplify the computational complexity for CFO estimation and cell detection. Note that some of the proposed sequences are the cyclically shifted versions of the others, and this may lead to misjudgement because integer CFO may result in a cyclic shift of the proposed sequences in the frequency domain. Therefore, we analyze the cyclic property of the proposed sequences and propose a low-complexity method to identify the non-cyclically shifted sequences. The benefit of the method becomes more pronounced when $N$ grows large.

## B. Autocorrelation property of the proposed sequences

In order to estimate the CFO and symbol timing, it is expected that the proposed sequences have zero autocorrelation in time domain. The following two lemmas and one theorem show that the proposed sequences have such property.

Lemma 1 The ZC sequence has the following property:

$$
x\left[((k-i))_{N}\right]=x[k-i] .
$$

## Proof: Please see Appendix A.

Lemma 2 The proposed sequence defined in (4) has the following property:

$$
w_{i}\left[((k-n))_{N}\right]=w_{i}[k-n], \quad 1 \leq n \leq N-1
$$

Proof: Please see Appendix B.
Theorem 1 If the sum of the root indices $u_{1}+u_{2}$ and $N$ are coprime, the proposed sequence has zero autocorrelation in both time and frequency domains.

Proof: From (4), the frequency and time domain representations of the $i$ th column in $\mathbf{W}$ are expressed as $\mathbf{w}_{i}$ and $\mathbf{F}^{H} \mathbf{w}_{i}$, respectively. In time domain, zero autocorrelation means

$$
\begin{equation*}
\left(\mathbf{F}^{H} \mathbf{w}_{i}\right)^{H}\left(\mathbf{F}^{H} \mathbf{P}_{(n)} \mathbf{w}_{i}\right)=0, \quad \text { for } 1 \leq n \leq N-1 \tag{7}
\end{equation*}
$$

Since $\mathbf{F F}^{H}=\mathbf{I}_{N}$ the proof for time domain is similar to that for frequency domain. Therefore, we consider the analysis in frequency domain for simplicity. (7) can be rewritten as

$$
\begin{equation*}
\sum_{k=0}^{N-1} w_{i}^{*}[k] w_{i}\left[((k-n))_{N}\right]=0, \text { for } 1 \leq n \leq N-1 \tag{8}
\end{equation*}
$$

If $u_{1}+u_{2}$ and $N$ are coprime, from Lemma 2, the left hand side of (8) can be rewritten as

$$
\begin{align*}
\sum_{k=0}^{N-1} w_{i}^{*}[k] w_{i}[k-n] & =\sum_{k=0}^{N-1} e^{j \frac{\pi}{N} \alpha_{i}[k]} e^{-j \frac{\pi}{N} \alpha_{i}[k-n]} \\
& =\sum_{k=0}^{N-1} e^{j \frac{\pi}{N}\left(\alpha_{i}[k]-\alpha_{i}[k-n]\right)} \tag{9}
\end{align*}
$$

If $N$ is even, $\alpha_{i}[k]-\alpha_{i}[k-n]=-n^{2}\left(u_{1}+u_{2}\right)-2 n i u_{1}+$ $2 k n\left(u_{1}+u_{2}\right)$. Extracting the term irrelevant to $k$ yields

$$
\begin{equation*}
\sum_{k=0}^{N-1} e^{j \frac{\pi}{N}\left(\alpha_{i}[k]-\alpha_{i}[k-n]\right)}=\beta_{1} \sum_{k=0}^{N-1} e^{j \frac{2 \pi}{N} k n\left(u_{1}+u_{2}\right)} \tag{10}
\end{equation*}
$$

where $\beta_{1}=e^{-j \frac{\pi}{N}\left[n^{2}\left(u_{1}+u_{2}\right)+2 n i u_{1}\right]}$. If $u_{1}+u_{2}$ and $N$ are coprime, $\sum_{k=0}^{N-1} e^{j \frac{2 \pi}{N} k n\left(u_{1}+u_{2}\right)}=0$, for $1 \leq n \leq N-1$. Similarly, it can also be shown that if $N$ is odd and $u_{1}+u_{2}$ and $N$ are coprime, the term in (9) is equal to zero. Therefore, the proposed sequence has zero autocorrelation if $u_{1}+u_{2}$ and $N$ are coprime.

## C. Orthogonality of the Proposed Sequences

Like CDMA systems which use different orthogonal (or nearly orthogonal) spreading codes to distinguish different users, sequence orthogonality is an important property for cell detection in two-tier networks. We show the sequence orthogonality in the following theorem.

Theorem 2 If the root index $u_{1}$ and $N$ are coprime, the proposed sequences are mutually orthogonal in both time and frequency domains.

Proof: To prove Thm. 2 is equivalent to proving $\mathbf{w}_{i}^{H} \mathbf{w}_{j}=$ 0 , and $\left(\mathbf{F}^{H} \mathbf{w}_{i}\right)^{H}\left(\mathbf{F}^{H} \mathbf{w}_{j}\right)^{H}=0$, where $i, j$ are the column indices of $\mathbf{W}, i \neq j$. Since $\mathbf{F} \mathbf{F}^{H}=\mathbf{I}_{N}$, the analysis for time domain is similar to that for frequency domain. Therefore we analyze the orthogonality in frequency domain. We can rewrite $\mathbf{w}_{i}^{H} \mathbf{w}_{j}=0$ as

$$
\begin{equation*}
\sum_{k=0}^{N-1} w_{i}^{*}[k] w_{j}[k]=0, \quad 0 \leq i, j \leq N-1, i \neq j \tag{11}
\end{equation*}
$$

The left hand side of (11) can be expressed as

$$
\begin{equation*}
\sum_{k=0}^{N-1} e^{j \frac{\pi}{N} \alpha_{i}[k]} e^{-j \frac{\pi}{N} \alpha_{j}[k]}=\sum_{k=0}^{N-1} e^{j \frac{\pi}{N}\left(\alpha_{i}[k]-\alpha_{j}[k]\right)} \tag{12}
\end{equation*}
$$

If $N$ is even, $\alpha_{i}[k]-\alpha_{j}[k]=u_{1}\left(i^{2}-j^{2}\right)-2 k u_{1}(i-j)$. By extracting the term irrelevant to $k$, (12) can be rewritten as

$$
\begin{equation*}
\beta_{2} \sum_{k=0}^{N-1} e^{-j \frac{2 \pi}{N} k u_{1}(i-j)} \tag{13}
\end{equation*}
$$

where $\beta_{2}=e^{j \frac{\pi}{N} u_{1}\left(i^{2}-j^{2}\right)}$. Since $0 \leq i-j \leq N-1$, if $u_{1}$ and $N$ are coprime, the term $\sum_{k=0}^{N-1} e^{-\bar{j} \frac{2 \pi}{N} k u_{1}(i-j)}=0$. Similarly, if $N$ is odd, we can also prove that (11) holds if $u_{1}$ and $N$ are coprime, and this completes the proof.

## D. Cyclic shift analysis of the proposed sequences

In previous sections, we have proven that the proposed sequences can simultaneously achieve zero autocorrelation and mutually orthogonal if $u_{1}+u_{2}$ and $u_{1}$ are prime to $N$. To estimate integer CFO [27],[28], the sequences should be designed so that none of them is the cyclically shifted version of others. For instance, if one sequences is a cyclic shifted version of another, the user cannot distinguish the two cells because he/she does not know whether the cyclic shift is caused by inter CFO or it is the sequence from another cell. Hence, we need to refine the proposed sequences so that they are not the cyclically shifted versions of the others. In this subsection, we analyze the cyclic shift property of the columns in $\mathbf{W}$, and propose a fast algorithm to determine which columns in $\mathbf{W}$ are non-cyclically shifted. Using this method, column by column search can be avoided and this can save a lot of computational complexity, especially when the size of $\mathbf{W}$ is large. The procedure is as follows: First, we show that every column in $\mathbf{W}$ have a symmetric point, that is, the column is cyclically symmetric at this symmetric point. Then we prove that if two columns in $\mathbf{W}$ have the same value at the symmetric points, these two columns are cyclically shifted to each other. Based on this cyclically symmetric property, we propose a low-complexity fast search method to find noncyclically shifted columns in $\mathbf{W}$.

Without loss of generality for practical implementations, let the sequence length $N=2^{s}, s \geq 2$. One setting that can meet the conditions in Thms. 1 and 2 is as the following proposition:

Proposition 1 The root indices $u_{1}$ and $u_{2}$ for generating the proposed sequences can be

$$
\left\{\begin{array}{l}
u_{1}=2 a+1, \quad a=0,1,2, \ldots, N-1  \tag{14}\\
u_{2}=2 b, \quad b=1,2, \ldots, N-1
\end{array}\right.
$$

Lemma 3 If $\mathbf{W}$ is generated by setting $u_{1}$ and $u_{2}$ be that in Proposition 1, there exists positive integers $\Delta$ and $g$ which satisfy $2\left[\left(u_{1}+u_{2}\right) \Delta-u_{1}\right]=g N$. Moreover, $\Delta$ is an odd number and can be expressed as $\Delta=2 p+1$, where $p$ is given by

$$
\begin{equation*}
p=\frac{\frac{g N}{4}-b}{2 a+2 b+1} . \tag{15}
\end{equation*}
$$

Proof: $2\left[\left(u_{1}+u_{2}\right) \Delta-u_{1}\right]=g N$ can be reformulated as

$$
\begin{equation*}
\left(u_{1}+u_{2}\right) \Delta-\frac{g N}{2}=u_{1} \tag{16}
\end{equation*}
$$

Since $u_{1}+u_{2},-\frac{g N}{2}$ and $u_{1}$ are integers, (16) belongs to the Diophantine equation [29]. Moreover, $u_{1}+u_{2}$ is odd from Proposition 1 ; while $\frac{g N}{2}$ is even due to $N \geq 4$. Thus, the greatest common divisor (GCD) of $u_{1}+u_{2}$ and $-\frac{g N}{2}$ is 1 , and is able to divide $u_{1}$. Therefore, (16) exists an integer solution $\left(\Delta_{0}, g_{0}\right)$ and all the possible solutions can be obtained by

$$
\Delta=\Delta_{0}-\frac{g N}{2} t, \quad g=g_{0}-\left(u_{1}+u_{2}\right) t, \quad t \in \mathbb{Z}
$$

From (16), it is clear that the solution $(\Delta, g)$ has the same parity since $\left(u_{1}+u_{2}\right)>u_{1}$. Therefore, $2\left[\left(u_{1}+u_{2}\right) \Delta-u_{1}\right]=$ $g N$ exists positive integer solution $(\Delta, g)$ if $t$ is properly determined. On the other hand, according to Proposition 1, $2\left[\left(u_{1}+u_{2}\right) \Delta-u_{1}\right]=g N$ can be rewritten as

$$
\begin{equation*}
2[(2 a+2 b+1) \Delta-(2 a+1)]=g N \tag{17}
\end{equation*}
$$

Since $(2 a+2 b+1)$ and $(2 a+1)$ are odd numbers and $N \geq 4$, $\Delta$ must be an odd number and can be expressed as $\Delta=2 p+1$. From (17), $p$ can be expressed as that in (15).

Theorem 3 For the ith column in $\mathbf{W}$, there always exists a symmetric point $k=i \Delta$, i.e.,
$w_{i}\left[((i \Delta+f))_{N}\right]=w_{i}\left[((i \Delta-f))_{N}\right]$, for $1 \leq f \leq N-1$.

Proof: From Lemma 2, $w_{i}\left[((i \Delta+f))_{N}\right]$ in (18) can be expressed as

$$
\begin{align*}
& w_{i}[i \Delta+f]=e^{-j \frac{\pi}{N} \alpha_{i}[i \Delta+f]} \\
& =e^{-j \frac{\pi}{N}\left(u_{1}[(i \Delta-i)-f]^{2}+u_{2}(i \Delta-f)^{2}+4 f i\left[\left(u_{1}+u_{2}\right) \Delta-u_{1}\right]\right)} \tag{19}
\end{align*}
$$

According to Lemma 3, the $\Delta$ in $4 f i\left[\left(u_{1}+u_{2}\right) \Delta-u_{1}\right]$ satisfies

$$
4 f i\left[\left(u_{1}+u_{2}\right) \Delta-u_{1}\right]=2 f i g N, \quad f, i \in \mathbb{Z}, g \in \mathbb{N}
$$

Therefore, $w_{i}\left[((i \Delta+f))_{N}\right]$ can be expressed as
$w_{i}[i \Delta+f]=e^{-j \frac{\pi}{N}\left(u_{1}[(i \Delta-i)-f]^{2}+u_{2}(i \Delta-f)^{2}\right)} e^{-j \frac{2 \pi}{N} f i g N}$
$=w_{i}[i \Delta-f] e^{-j 2 \pi f i g}=w_{i}[i \Delta-f]=w_{i}\left[((i \Delta-f))_{N}\right]$.

Note that the value of the symmetric point can be obtained by letting $f=0$, i.e.,

$$
\begin{equation*}
w_{i}\left[((i \Delta))_{N}\right]=e^{-j \frac{\pi}{N} \alpha_{i}[i \Delta]} \tag{21}
\end{equation*}
$$

where $\alpha_{i}[i \Delta]=u_{1}(i \Delta-i)^{2}+u_{2}(i \Delta)^{2}$.
Lemma 4 The symmetric points of the columns of $\mathbf{W}$ generated by letting $b$ be odd have more unequal values than that generated by letting $b$ be even.

Proof: For the $i$ th and $j$ th columns in $\mathbf{W}$, the description that the values of the symmetric points are the same is equivalent to the following condition:

$$
\begin{equation*}
w_{i}\left[((i \Delta))_{N}\right]=w_{j}\left[((j \Delta))_{N}\right] \tag{22}
\end{equation*}
$$

From Lemma 2 and (21), we can rewrite (22) as

$$
\begin{equation*}
e^{-j \frac{\pi}{N} \alpha_{i}[i \Delta]}=e^{-j \frac{\pi}{N} \alpha_{j}[j \Delta]} \equiv e^{-j \frac{\pi}{N}\left(\alpha_{i}[i \Delta]-\alpha_{j}[j \Delta]\right)}=1 \tag{23}
\end{equation*}
$$

where

$$
\begin{align*}
\alpha_{i}[i \Delta]-\alpha_{j}[j \Delta] & =u_{1}\left[i^{2}(\Delta-1)^{2}-j^{2}(\Delta-1)^{2}\right] \\
& +u_{2}\left[i^{2} \Delta^{2}-j^{2} \Delta^{2}\right] \\
& =\left(i^{2}-j^{2}\right)\left[u_{1}(\Delta-1)^{2}+u_{2} \Delta^{2}\right] . \tag{24}
\end{align*}
$$

From Proposition 1 and Lemma 3, $u_{1}(\Delta-1)^{2}+u_{2} \Delta^{2}$ in (24) can be expressed as

$$
\begin{align*}
& u_{1}\left(\Delta^{2}-2 \Delta+1\right)+u_{2} \Delta^{2} \\
& =\Delta\left[\left(u_{1}+u_{2}\right) \Delta-u_{1}\right]-u_{1}(\Delta-1) \\
& =\Delta\left[\left(u_{1}+u_{2}\right) \Delta-u_{1}\right]-\left[\left(u_{1}+u_{2}\right) \Delta-u_{1}\right]+u_{2} \Delta \\
& =\frac{g N}{2}(2 p)+2 b(2 p+1)=2\left[p g \frac{N}{2}+b(2 p+1)\right] \tag{25}
\end{align*}
$$

Let $X(p, g, b)=p g(N / 2)+b(2 p+1)$, from (25), we can express (23) as

$$
\begin{equation*}
e^{-j \frac{\pi}{N}\left\{\alpha_{i}[i \Delta]-\alpha_{j}[j \Delta]\right\}}=e^{-j \frac{2 \pi}{N}\left(i^{2}-j^{2}\right) X(p, g, b)}=1 \tag{26}
\end{equation*}
$$

If $b$ is odd, $X(p, g, b)$ must be odd. To satisfy (26), we have

$$
\begin{equation*}
i^{2}-j^{2}=c N, \quad c \in \mathbb{Z} \tag{27}
\end{equation*}
$$

If $b$ is even, $p$ is even. The reason is that for $N \geq 4$, (15) can be rewritten as $\frac{g N}{4}-b=p(2 a+2 b+1)$. Since $(2 a+2 b+1)$ is odd and $\frac{g N}{4}$ is even, the integer value $p$ must also be even if $b$ is even. Therefore, $X(p, g, b)$ must be even and (26) can be rewritten as

$$
\begin{align*}
e^{-j \frac{2 \pi}{N}\left(i^{2}-j^{2}\right) X(p, g, b)} & =e^{-j \pi p g\left(i^{2}-j^{2}\right)} e^{-j \frac{2 \pi}{N}\left(i^{2}-j^{2}\right) b(2 p+1)} \\
& =e^{-j \frac{2 \pi}{N}\left(i^{2}-j^{2}\right) b(2 p+1)}=1 \tag{28}
\end{align*}
$$

To satisfy (28), the following condition holds

$$
\begin{equation*}
i^{2}-j^{2}=t \frac{N}{b}, \quad t \in \mathbb{Z} \tag{29}
\end{equation*}
$$

Therefore, for the columns having the same value at their symmetric points, we can divide them into the following two cases according to if $b$ is even or odd:

$$
\begin{align*}
A & =\left[(i, j) \mid i^{2}-j^{2}=c N, c \in \mathbb{Z}\right], \text { if } b \text { is odd } \\
B & =\left[(i, j) \mid i^{2}-j^{2}=t(N / b), t \in \mathbb{Z}\right], \text { if } b \text { is even. } \tag{30}
\end{align*}
$$

Noted that $t(N / b) \in \mathbb{Z}$. Moreover, $b$ is even and therefore the possible indices in $B$ is larger than that in $A$, i.e., $A \subset B$. Therefore, letting $b$ be odd can obtain more unequal values at the symmetric points than letting $b$ be even.

Lemma 5 For the columns having the same value at their symmetric points, the indices $i$ and $j$ satisfy (30). In this case, if $i$ is even, $j$ is even; otherwise if $i$ is odd, $j$ is also odd.

Proof: When $b$ is odd, from (30) we have

$$
i^{2}-j^{2}=c N, \quad c \in \mathbb{Z}
$$

Since $N$ is even, $c N$ is also even and therefore $i$ and $j$ must have the same parity.

When $b$ is even, from (30) we have

$$
i^{2}-j^{2}=t \frac{N}{b}, \quad t \in \mathbb{Z}
$$

Since $b<N$ and $t(N / b) \in \mathbb{Z}, t(N / b)$ is even and $i$ and $j$ also have the same parity.

Theorem 4 For the $i$ and $j$ th columns having the same value at their symmetric points, i.e., $w_{i}\left[((i \Delta))_{N}\right]=w_{j}\left[((j \Delta))_{N}\right]$ in equation (22), the two columns are cyclically shifted.

Proof: To prove that columns $i$ and $j$ are cyclically shifted is to prove:

$$
\begin{equation*}
w_{i}\left[((i \Delta+k))_{N}\right]=w_{j}\left[((j \Delta+k))_{N}\right], \quad 0 \leq k \leq N-1 \tag{31}
\end{equation*}
$$

From Lemma 2 and equation (21), the left side of equation (31) can be rewritten as

$$
\begin{equation*}
w_{i}\left[((i \Delta+k))_{N}\right]=w_{i}[i \Delta+k]=e^{-j \frac{\pi}{N} \alpha_{i}[i \Delta+k]} \tag{32}
\end{equation*}
$$

where $\alpha_{i}[i \Delta+k]$ is expressed as

$$
\begin{align*}
& \begin{array}{l}
u_{1}(i \Delta+k-i)^{2}+u_{2}(i \Delta+k)^{2} \\
= \\
\underbrace{u_{1}(i \Delta-i)^{2}+u_{2}(i \Delta)^{2}}_{X_{1}(i, \Delta)}+\underbrace{2 k i\left[\left(u_{1}+u_{2}\right) \Delta-u_{1}\right]}_{X_{2}(i, \Delta, k)} \\
\\
\end{array}+\underbrace{u_{1} k^{2}+u_{2} k^{2}}_{X_{3}(k)} .
\end{align*}
$$

Therefore, from the condition that $w_{i}[i \Delta]=w_{j}[j \Delta], w_{i}[i \Delta+$ $k$ ] can be expressed as

$$
\begin{align*}
& e^{-j \frac{\pi}{N} X_{1}(i, \Delta)} e^{-j \frac{\pi}{N} X_{2}(i, \Delta, k)} e^{-j \frac{\pi}{N} X_{3}(k)} \\
& =w_{j}[j \Delta] e^{-j \frac{\pi}{N} X_{2}(i, \Delta, k)} e^{-j \frac{\pi}{N} X_{3}(k)} . \tag{34}
\end{align*}
$$

From Lemma 3, we have

$$
\begin{equation*}
e^{-j \frac{\pi}{N} X_{2}(i, \Delta, k)}=e^{-j \frac{\pi}{N} 2 k i\left[\left(u_{1}+u_{2}\right) \Delta-u_{1}\right]}=e^{-j \pi k i g} . \tag{35}
\end{equation*}
$$

From Lemma 5, since $i$ and $j$ are positive integer and have same parity, it yields $e^{-j \pi k i g}=e^{-j \pi k j g}$ and $e^{-j \frac{\pi}{N} X_{2}(i, \Delta, k)}$ in (34) can be written as

$$
\begin{align*}
e^{-j \frac{\pi}{N} X_{2}(i, \Delta, k)} & =e^{-j \frac{\pi}{N} 2 k i\left[\left(u_{1}+u_{2}\right) \Delta-u_{1}\right]} \\
& =e^{-j \frac{\pi}{N} 2 k j\left[\left(u_{1}+u_{2}\right) \Delta-u_{1}\right]}=e^{-j \frac{\pi}{N} X_{2}(j, \Delta, k)} . \tag{36}
\end{align*}
$$

From (32), (34) and (36), $w_{i}\left[((i \Delta+k))_{N}\right]$ equals to

$$
\begin{align*}
w_{i}[i \Delta+k] & =w_{j}[j \Delta] e^{-j \frac{\pi}{N} X_{2}(i, \Delta, k)} e^{-j \frac{\pi}{N} X_{3}(k)} \\
& =w_{j}[j \Delta] e^{-j \frac{\pi}{N} X_{2}(j, \Delta, k)} e^{-j \frac{\pi}{N} X_{3}(k)} \\
& =w_{j}[j \Delta+k]=w_{j}\left[((j \Delta+k))_{N}\right] \tag{37}
\end{align*}
$$

which completes the proof.
From Lemma 4, Thms. 3 and 4, we conclude the following proposition:

Proposition 2 If $u_{1}$ and $u_{2}$ are determined using Proposition 1 , the number of non-cyclically shifted columns in $\mathbf{W}$ by letting $b$ be even is more than that by letting $b$ be odd.

Fast algorithm to determine non-cyclically shifted columns. Based on the derived results in Lemma 4, Thms. 3 and 4, we propose a fast search algorithm to obtain the non-cyclically shifted columns in W. Instead of checking all elements of every column pair in $\mathbf{W}$, the proposed search algorithm only needs to check whether the symmetric points of the column pair are equal, i.e., whether $w_{i}\left[((i \Delta))_{N}\right]=$ $w_{j}\left[((j \Delta))_{N}\right]$. If the symmetric points of the column pair are equal, the two columns are cyclically shifted. Note that the proposed algorithm can reduce the computational complexity from $\mathcal{O}\left(C_{2}^{N} \times(N-1) \times N\right)$ to $\mathcal{O}\left(C_{2}^{N}\right)$. The proposed algorithm is summarized as follows:

```
Algorithm 1: Fast algorithm to determine non-cyclically
shifted columns
    Initialization: Let b be odd.
    Generate W}\mathrm{ and determine }\Delta\mathrm{ according to
    Proposition 1 and Lemma 3.
    for }i,j=0:N-1,i\not=j\mathrm{ do
        if }\mp@subsup{w}{i}{}[((i\Delta)\mp@subsup{)}{N}{}]=\mp@subsup{w}{j}{}[((j\Delta)\mp@subsup{)}{N}{}]\mathrm{ then
            The ith and jth columns are circular shifted;
        end if
    end for
```


## IV. Multi-cell Interference Analysis

In multi-cell environments, the received signal contains the signals from different cells. Under multipath fading channels, the autocorrelation property and orthogonality discussed in Section III may be destroyed and this therefore induces multicell interference (MCI). MCI makes channel estimation and synchronization in multi-cell environments more difficult than that in single-cell environments. In this section, we analyze the MCI of the proposed sequences in multipath channels, and show that by properly grouping the proposed sequences, zero autocorrelation and mutually orthogonal property can still be preserved. It is worth to mention that this result stands in contrast to the PSS in the LTE standard, i.e., the autocorrelation and orthogonality of the PSS are no longer valid in multipath channels. Without loss of generality for practical implementations, the sequence length is set to be $N=2^{s}, s \geq 2$ throughout the MCI analysis.

## A. The MCI due to Multipath fading channels

Since the channel is not known to the receiver during coarse synchronization stage, the MCI analysis is different from that in [15] and [16]. Here we show that the number of interfering cells using the proposed sequences is $L-1$ before channel compensation (usually called frequency-domain equalization in OFDM systems), and that is $2(L-1)$ after the channel compensation.

1) MCI analysis before channel compensation: As discussed in Section II, the MCI is induced by the multipath channels and the CFO effect. In the following analysis we first derive the MCI without CFO, and then extend the results to CFO environment. According to (3), the MCI from the $i$ th cell to the user who links to the $j$ th cell can be expressed as

$$
\begin{align*}
\mathbf{M C I}_{j \leftarrow i} & =\left(\mathbf{F}^{H} \mathbf{w}_{j}\right)^{H} \mathbf{F}^{H} \boldsymbol{\Omega}_{i} \mathbf{F} \overline{\mathbf{h}}_{i} \\
& =\mathbf{w}_{j}^{H} \boldsymbol{\Omega}_{i} \mathbf{F} \overline{\mathbf{h}}_{i}=\underbrace{\left[\mathbf{F}^{H} \boldsymbol{\Omega}_{i}^{*} \boldsymbol{\Omega}_{j} \mathbf{1}\right]^{H}\binom{\mathbf{I}_{L}}{\mathbf{0}}}_{\boldsymbol{\rho}_{j, i}} \mathbf{h}_{i} \tag{38}
\end{align*}
$$

where 1 is an $N \times 1$ vector whose entries are all 1 , $\boldsymbol{\rho}_{j, i} \in$ $\mathbb{C}^{1 \times L}$. To have zero MCI for all nonzero $\mathbf{h}_{i}, \boldsymbol{\rho}_{j, i}$ must be a zero vector. Let $\boldsymbol{\mu}_{j, i}=\mathbf{F}^{H} \boldsymbol{\Omega}_{i}^{*} \boldsymbol{\Omega}_{j} \mathbf{1}$, and $\boldsymbol{\rho}_{j, i}$ is expressed as
$\boldsymbol{\rho}_{j, i}=\left(\mu_{j, i}^{*}(0), \ldots, \mu_{j, i}^{*}(L-1), \ldots, \mu_{j, i}^{*}(N-1)\right)\binom{\mathbf{I}_{L}}{\mathbf{0}}$.
It is clear that $\boldsymbol{\rho}_{j, i}=\mathbf{0}^{1 \times L}$ if
$\mu_{j, i}^{*}(n)=\frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} w_{i}[k] w_{j}^{*}[k] e^{-j \frac{2 \pi}{N} k n}=0, \quad 0 \leq n \leq L-1$.

Theorem 5 Followed the assumptions in Sec.III-D that $N=$ $2^{s}$ and $u_{2}=2 b$. If the root $u_{1}$ for generating $\mathbf{W}$ is odd, the user who links to the targeted cell $j$ receives interference from only $L-1$ interfering cells with indices $i$ determined by the following equation:

$$
\begin{equation*}
\left(\left(u_{1}(i-j)\right)\right)_{N}=n, \quad 1 \leq n \leq L-1 \tag{40}
\end{equation*}
$$

Proof: From (5), $\mu_{j, i}^{*}$ in (39) is expressed as

$$
\begin{align*}
\mu_{j, i}^{*}(n) & =\frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} e^{-j \frac{\pi}{N} \alpha_{i}[k]} e^{j \frac{\pi}{N} \alpha_{j}[k]} e^{-j \frac{2 \pi}{N} k n} \\
& =\frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} e^{j \frac{2 \pi}{N}\left(\frac{\alpha_{j}[k]-\alpha_{i}[k]}{2}-k n\right)} \tag{41}
\end{align*}
$$

Since $N$ is even, from (6), we have

$$
\begin{aligned}
\frac{\alpha_{j}[k]-\alpha_{i}[k]}{2}-k n & =\frac{u_{1}\left[(k-j)^{2}-(k-i)^{2}\right]}{2}-k n \\
& =k\left[u_{1}(i-j)-n\right]+\frac{u_{1}}{2}\left(j^{2}-i^{2}\right)
\end{aligned}
$$

Therefore, $\mu_{j, i}^{*}(n)$ in (41) can be represented as

$$
\begin{align*}
& \frac{1}{\sqrt{N}} e^{j \frac{\pi}{N} u_{1}\left(j^{2}-i^{2}\right)} \sum_{k=0}^{N-1} e^{j \frac{2 \pi}{N} k\left[u_{1}(i-j)-n\right]} \\
= & \left\{\begin{array}{cc}
\sqrt{N} e^{j \frac{\pi}{N} u_{1}\left(j^{2}-i^{2}\right)}, & \text { if } u_{1}(i-j)-n=g N, g \in \mathbb{Z} \\
0, & \text { otherwise. }
\end{array}\right. \tag{42}
\end{align*}
$$

Without loss of generality, let $g=0$. The system has MCI if $\mu_{j, i}^{*}(n) \neq 0,1 \leq n \leq L-1$, which means that the column indices $(i, j)$ satisfy $u_{1}(i-j)-n=g N, g \in \mathbb{Z}$. This is equivalent to say $\left(\left(u_{1}(i-j)\right)\right)_{N}=n, 1 \leq n \leq L-1$. Moreover, the set consists of $(((i-j)))_{N}$ is equal to the set consists of $\left(\left(u_{1}(i-j)\right)\right)_{N}$, and they both have one-toone mapping if $u_{1}$ is odd. More specifically, given $u_{1}$ and the
targeted cell index $j$, the $L-1$ indices of $i$ can be determined by varying the integer $n$ from 1 to $L-1$, and those indices $i$ are all different in the region $[0 N-1]$, i.e., there are $L-1$ interfering cells to the targeted cell.
2) MCI analysis after channel compensation: Similar to the derivation in [15], the MCI after channel compensation can be expressed as

$$
\begin{equation*}
\mathbf{M C I}_{j \leftarrow i}=\mathbf{h}_{j}^{H} \underbrace{\mathbf{F}_{0}^{H} \boldsymbol{\Omega}_{j}^{*} \boldsymbol{\Omega}_{i} \mathbf{F}_{0}}_{\boldsymbol{\Gamma}_{j, i}} \mathbf{h}_{i} \tag{43}
\end{equation*}
$$

where

$$
\begin{gather*}
\boldsymbol{\Gamma}_{j, i}=\left(\begin{array}{ccc}
\gamma_{j, i}(0) & \cdots & \gamma_{j, i}(N-L+1) \\
\gamma_{j, i}(1) & \cdots & \gamma_{j, i}(N-L+2) \\
\vdots & \ddots & \vdots \\
\gamma_{j, i}(L-1) & \cdots & \gamma_{j, i}(0)
\end{array}\right)_{L \times L},  \tag{44}\\
\gamma_{j, i}(n)=\frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} w_{i}[k] w_{j}^{*}[k] e^{j \frac{2 \pi}{N} k n}, \tag{45}
\end{gather*}
$$

and $\mathbf{F}_{0}=\mathbf{F}\binom{\mathbf{I}_{L}}{\mathbf{0}}_{N \times L}$. Therefore, having zero $\mathbf{M C I}_{j \leftarrow i}$ is equivalent to let $\boldsymbol{\Gamma}_{j, i}=\mathbf{0}$, i.e.,

$$
\begin{cases}\gamma_{j, i}(n)=0, & 0 \leq n \leq L-1  \tag{46}\\ \gamma_{j, i}(N-n)=0, & 1 \leq n \leq L-1\end{cases}
$$

Theorem 6 If the root $u_{1}$ for generating $\mathbf{W}$ is odd, the number of interfering cells is $2(L-1)$ after channel compensation. For the targeted cell $j$, the index of interfering cell $i$ can be determined by

$$
\begin{cases}\left(\left(u_{1}(i-j)\right)\right)_{N}=n, &  \tag{47}\\ \left(\left(u_{1}(i-j)\right)\right)_{N}=N \leq L-1 \\ (i, n, & \\ 1 \leq n \leq L-1\end{cases}
$$

Proof: The proof is similar to that of Thm. 5 and is omitted.

Although the interfering cells of a targeted cell can be obtained through Thms. 5 and 6 in multipath channels, determining the sequences that are mutually orthogonal is crucial because this property not only can mitigate the MCI effect, but also can simplify the design complexity of CFO estimation. In Thm. 2, we have proved the mutually orthogonal property of the proposed sequences in flat fading channels. In the following corollary we show that the proposed sequences can preserve the mutually orthogonal property in multipath channels if the sequence indices are appropriately selected.
Corollary 1 Let the root $u_{1}$ for generating $\mathbf{W}$ be odd and the sequence length $N=2^{s}, s \geq 2$. Let the parameter $G$ be $G=2^{s^{\prime}} \geq L, s^{\prime} \in \mathbb{N}$. The number of mutually orthogonal cells is $N / G$. More specifically, if cell $j$ is selected, the indices of the other mutually orthogonal cells are

$$
i=((j+o G))_{N}, o \in \mathbb{Z}
$$

Proof: From Thm. 5, there are $L-1$ interfering cells to the cell $j$ and the corresponding indices can be obtained through

$$
(((j-i)))_{N}=n, \quad 1 \leq n \leq L-1
$$

For $u_{1}=1$, the cell $j$ is interfered by the cells with indices $i=((j+\tau))_{N}, 1 \leq \tau \leq L-1$, i.e., the neighboring
$L-1$ cell indices. Therefore, if we select the cell indices $i^{\prime}$ that are uniformly separated by a period $G \geq L$, i.e., $i^{\prime}=$ $j+o G, o \in \mathbb{Z}$, these cells would not interfere with each other. In other words, they are mutually orthogonal.

For odd number $u_{1} \neq 1$, the interfering cell indices to the cell $j$ can be obtained through $i=j+(n+g N) / u_{1}, 1 \leq$ $n \leq L-1, g \in \mathbb{Z}$. Since
$n+g N=n+g 2^{s}=n+g\left(2^{s-s^{\prime}}\right) G \neq u_{1} o G$, for $1 \leq n \leq L-1$,
the selected indices $i^{\prime}$ would not become an interferer. More specifically, $i^{\prime}=j+o G \neq j+(n+g N)=i$, for $1 \leq n \leq$ $L-1$. Therefore, they are still mutually orthogonal.

## B. The MCI of the proposed sequence due to CFO effect

In this subsection, we consider the MCI due to carrier frequency offset (CFO). In two-tier networks, the CFO effect makes the user difficult to synchronize. More specifically, the phase difference from different transmit branches in the time domain would complicate the CFO estimation and therefore degrade the synchronization performance. The MCI induced by the CFO can be divided into two terms, i.e., the dominant MCI and the residual MCI. We show that if the proposed sequences are used, the dominant MCI can be completely eliminated and the residual MCI is mitigated into a negligible level. Therefore, we can still apply the CFO estimation algorithm designed for single-user or single-cell environments to the multi-cell environments. As a result, not only the estimation performance can be improved but also the computational complexity can be greatly reduced. From (3), the $\mathrm{MCI}_{j \leftarrow i}$ with CFO is expressed as

$$
\begin{equation*}
\mathbf{M C I}_{j \leftarrow i}=\mathbf{d}_{j}^{H} \boldsymbol{\Phi}_{i} \mathbf{F}^{H} \boldsymbol{\Omega}_{i} \mathbf{F} \overline{\mathbf{h}}_{i}=\mathbf{d}_{j}^{H} \mathbf{\Phi}_{i} \mathbf{F}^{H} \boldsymbol{\Omega}_{i} \boldsymbol{\lambda}_{i} \tag{48}
\end{equation*}
$$

(48) can be further expanded to (49), depicted at the top of the next page. According to [15], $X(k, m)$ in (49) can be expressed as

$$
\begin{aligned}
X(k, m) & =\alpha_{i} \lambda_{i}[k] w_{i}[k] \\
& +\beta_{i} \sum_{u=m, m \neq k}^{N-1} \lambda_{i}[m] w_{i}[m] \frac{e^{-j \pi \frac{m-k}{N}}}{N \sin \frac{\pi\left(m-k+\epsilon_{i}\right)}{N}},
\end{aligned}
$$

where

$$
\alpha_{i}=\frac{\sin \pi \epsilon_{i}}{N \sin \frac{\pi \epsilon_{i}}{N}} e^{j \pi \epsilon_{i} \frac{N-1}{N}} \text { and } \beta_{i}=\sin \left(\pi \epsilon_{i}\right) e^{j \pi \epsilon_{i} \frac{N-1}{N}}
$$

Therefore, $\mathrm{MCI}_{j \leftarrow i}$ can be divided into $\mathrm{MCI}_{j \leftarrow i \text {,domi }}$ and $\mathrm{MCI}_{j \leftarrow i, \text { resi }}$, shown at the bottom of the next page. Note that when there is no CFO between the $i$ th cell and the user, $\alpha_{i}=1$ and $\beta_{i}=0$, and the $\mathrm{MCI}_{j \leftarrow i}$ reduces to $\mathrm{MCI}_{j \leftarrow i \text { domi }}$. This result gives us an intuition that the overall MCI is determined by $\mathrm{MCI}_{j \leftarrow i \text { domi }}$ when the CFO is small. Therefore, the MCI information of the targeted cell with CFO is similar to that without CFO. Moreover, if we can eliminate the dominant MCI, the overall MCI can be sufficiently reduced. Similar to (38), $\mathrm{MCI}_{j \leftarrow i \text { domi }}$ can be expressed as $\mathrm{MCI}_{j \leftarrow i \text {,domi }}=$ $\alpha_{i} e^{j \frac{2 \pi}{N} N_{g} \epsilon_{i}} \mathbf{w}_{j}^{H} \boldsymbol{\Omega}_{i} \mathbf{F} \overline{\mathbf{h}}_{i}$. From Thm. 5, $\mathrm{MCI}_{j \leftarrow i, \text { domi }}$ can be completed eliminated if the proposed sequences are appropriately selected. This result motivates the proposed multi-cell CFO estimation algorithm in the following section.

$$
\begin{align*}
\mathbf{M C I}_{j \leftarrow i} & =\sum_{n=0}^{N-1}\left\{\left[\frac{1}{\sqrt{N}} \sum_{k=0}^{N-1} w_{j}[k] e^{j \frac{2 \pi}{N} n k}\right]^{*}\left[\frac{1}{\sqrt{N}} \sum_{m=0}^{N-1} w_{i}[m] \lambda_{i}[m] e^{j \frac{2 \pi}{N} n m} e^{j \frac{2 \pi}{N}\left(n+N_{g}\right) \epsilon_{i}}\right]\right\} \\
& =e^{j \frac{2 \pi}{N} N_{g} \epsilon_{i}} \sum_{n=0}^{N-1}\left\{\frac{1}{\sqrt{N}} \sum_{k=0}^{N-1}\left[w_{j}^{*}[k] e^{-j \frac{2 \pi}{N} k n} \frac{1}{\sqrt{N}} \sum_{m=0}^{N-1} w_{i}[m] \lambda_{i}[m] e^{j \frac{2 \pi}{N} n m} e^{j \frac{2 \pi}{N} n \epsilon_{i}}\right]\right\} \\
& =e^{j \frac{2 \pi}{N} N_{g} \epsilon_{i}} \sum_{k=0}^{N-1} w_{j}^{*}[k] \underbrace{\left\{\frac{1}{\sqrt{N}} \sum_{n=0}^{N-1}\left[\frac{1}{\sqrt{N}} e^{-j \frac{2 \pi}{N} n k} \sum_{m=0}^{N-1} w_{i}[u] \lambda_{i}[m] e^{j \frac{2 \pi}{N} n m} e^{j \frac{2 \pi}{N} n \epsilon_{i}}\right]\right\}}_{X(k, m)} . \tag{49}
\end{align*}
$$

## V. Carrier Frequency Offset Estimation

Based on the derived MCI results for the proposed sequences, we propose a multi-cell CFO estimation algorithm in this section. We first introduce the CFO estimation algorithm applied to this paper in single-cell environments, and then extend the algorithm to multi-cell environments. In multi-cell environments, the CFO estimation performance degrades due to MCI. By using the proposed sequences and algorithm, the MCI can be effectively mitigated and the CFO estimation in multi-cell environments is same as that in single-cell environments, which can greatly reduce the computational complexity. Moreover, we also compare the performance of CFO estimation between the proposed sequences and the PSS.

## A. Single-cell CFO estimation

Let us take the 3GPP-LTE synchronization procedure as an instance. In this case, the CFO can be estimated by applying the Schmidl scheme [19], and the acquisition is achieved in two separate steps through the use of a twosymbol synchronization sequences. The Schmidl algorithm is explained as follows: Two consecutive received signals are expressed as
$\mathbf{r}^{(1)}=\boldsymbol{\Phi}^{(1)} \mathbf{F}^{H} \boldsymbol{\Lambda} \mathbf{w}+\mathbf{n}^{(1)}$ and $\mathbf{r}^{(2)}=\boldsymbol{\Phi}^{(2)} \mathbf{F}^{H} \boldsymbol{\Lambda} \mathbf{w}+\mathbf{n}^{(2)}$,
where $\boldsymbol{\Phi}^{(1)}$ and $\boldsymbol{\Phi}^{(2)}$ are diagonal CFO matrices whose elements are respectively expressed as $\left[\boldsymbol{\Phi}^{(1)}\right]_{n n}=e^{j \frac{2 \pi}{N}\left(n+N_{g}\right) \epsilon}$ and $\left[\boldsymbol{\Phi}^{(2)}\right]_{n n}=e^{j \frac{2 \pi}{N}\left(n+N+2 N_{g}\right) \epsilon}, 0 \leq n \leq N-1$. Then the systems perform the inner product of $\mathbf{r}^{(1)}$ and $\mathbf{r}^{(2)}$ to obtain $q$, i.e., $q$ is obtained through

$$
\begin{equation*}
\left[\mathbf{r}^{(1)}\right]^{H} \mathbf{r}^{(2)}=\left[\boldsymbol{\Phi}^{(1)} \mathbf{F}^{H} \boldsymbol{\Lambda} \mathbf{w}+\mathbf{e}^{(1)}\right]^{H}\left[\boldsymbol{\Phi}^{(2)} \mathbf{F}^{H} \boldsymbol{\Lambda} \mathbf{w}+\mathbf{e}^{(2)}\right] \tag{50}
\end{equation*}
$$

Under high SNR assumption, $\mathbf{e}^{(1)}$ and $\mathbf{e}^{(2)}$ can be ignored. Thus, (50) can be reduced to

$$
\begin{align*}
q & =\left[\mathbf{\Phi}^{(1)} \mathbf{F}^{H} \boldsymbol{\Lambda} \mathbf{w}\right]^{H}\left[\boldsymbol{\Phi}^{(2)} \mathbf{F}^{H} \boldsymbol{\Lambda} \mathbf{w}\right] \\
& =\mathbf{w}^{H} \boldsymbol{\Lambda}^{H} \mathbf{F}\left[\boldsymbol{\Phi}^{(1)}\right]^{H} \boldsymbol{\Phi}^{(2)} \mathbf{F}^{H} \boldsymbol{\Lambda} \mathbf{w} . \tag{51}
\end{align*}
$$

It is clear that $\boldsymbol{\Phi}^{(2)}=e^{j 2 \pi \epsilon\left(1+\frac{N g}{N}\right)} \boldsymbol{\Phi}^{(1)}$ and (51) can be further rewritten as

$$
\begin{aligned}
q & =e^{j 2 \pi \epsilon\left(1+\frac{N_{g}}{N}\right)} \mathbf{w}^{H} \boldsymbol{\Lambda}^{H} \mathbf{F}\left[\boldsymbol{\Phi}^{(1)}\right]^{H} \boldsymbol{\Phi}^{(1)} \mathbf{F}^{H} \boldsymbol{\Lambda} \mathbf{w} \\
& =e^{j 2 \pi \epsilon\left(1+\frac{N_{g}}{N}\right)}\|\boldsymbol{\Lambda} \mathbf{w}\|^{2}
\end{aligned}
$$

Therefore, the estimated CFO $\widehat{\epsilon}$ can be obtained given by

$$
\widehat{\epsilon}=\frac{1}{2 \pi\left(1+\frac{N_{g}}{N}\right)} \text { angle }(q)
$$

## B. Multi-cell CFO estimation

In multi-cell environments, the MCI would affect the accuracy of CFO estimation. In this case, the Schmidl scheme may not be directly applied to estimate CFO. To overcome this issue, we propose an CFO estimation algorithm based on the proposed sequences for multi-cell environments. It is noted that this algorithm is modified from the Schmidl scheme. From (1), two consecutively received signals are expressed as

$$
\begin{aligned}
& \mathbf{r}^{(1)}=\sum_{i=0}^{I-1} \underbrace{\boldsymbol{\Phi}_{i}^{(1)} \mathbf{F}^{H} \boldsymbol{\Lambda}_{i} \mathbf{w}_{i}}_{\mathbf{s}_{i}^{(1)}}+\mathbf{n}^{(1)} \\
& \mathbf{r}^{(2)}=\sum_{i=0}^{I-1} \underbrace{\boldsymbol{\Phi}_{i}^{(2)} \mathbf{F}^{H} \boldsymbol{\Lambda}_{i} \mathbf{w}_{i}}_{\mathbf{s}_{i}^{(2)}}+\mathbf{n}^{(2)}
\end{aligned}
$$

where $\boldsymbol{\Phi}_{i}^{(1)}$ and $\boldsymbol{\Phi}_{i}^{(2)}$ are diagonal CFO matrices whose elements are respectively represented as $\left[\boldsymbol{\Phi}_{i}^{(1)}\right]_{n n}=$ $e^{j \frac{2 \pi}{N}\left(n+N_{g}\right) \epsilon_{i}}$ and $\left[\boldsymbol{\Phi}_{i}^{(2)}\right]_{n n}=e^{j \frac{2 \pi}{N}\left(n+N+2 N_{g}\right) \epsilon_{i}}, 0 \leq n \leq$ $N-1$. $\mathbf{n}^{(1)}$ and $\mathbf{n}^{(2)}$ are thermal noises and can be ignored at high SNR.

To explicitly explain why the Schmidl scheme may not work in multi-cell environments, we give an example which consists of three cells in the same frequency band. Moreover, we assume the user already determines which cell to link before the CFO estimation; this assumption is reasonable because cell ID is in general determined before CFO estimation. Also, we

$$
\mathbf{M C I}_{j \leftarrow i}=\underbrace{\alpha_{i} e^{j \frac{2 \pi}{N} N_{g} \epsilon_{i}} \sum_{k=0}^{N-1} \lambda_{i}[k] w_{i}[k] w_{j}^{*}[k]}_{\mathbf{M C I}_{j \leftarrow i, \text { domi }}}+\underbrace{\beta_{i} e^{j \frac{2 \pi}{N} N_{g} \epsilon_{i}} \sum_{k=0}^{N-1} \sum_{m=0, m \neq k}^{N-1} \lambda_{i}[m] w_{i}[m] w_{j}^{*}[k] \frac{e^{-j \pi \frac{m-k}{N}}}{N \sin \frac{\pi\left(m-k+\epsilon_{i}\right)}{N}}}_{\mathbf{M C I}_{j \leftarrow i, \text { resi }}} .
$$

consider the system is at high SNR. Therefore, the received signals can be expressed as

$$
\begin{align*}
& \mathbf{r}^{(1)}=\mathbf{s}_{1}^{(1)}+\mathbf{s}_{2}^{(1)}+\mathbf{s}_{3}^{(1)} \\
& \mathbf{r}^{(2)}=\mathbf{s}_{1}^{(2)}+\mathbf{s}_{2}^{(2)}+\mathbf{s}_{3}^{(2)} \tag{52}
\end{align*}
$$

If the Schmidl algorithm in (50) is applied to estimate the CFO of cell $1, q$ is given by

$$
\begin{align*}
q & =\left[\mathbf{r}^{(1)}\right]^{H} \mathbf{r}^{(2)}=\left[\mathbf{s}_{1}^{(1)}+\mathbf{s}_{2}^{(1)}+\mathbf{s}_{3}^{(1)}\right]^{H}\left[\mathbf{s}_{1}^{(2)}+\mathbf{s}_{2}^{(2)}+\mathbf{s}_{3}^{(2)}\right] \\
& =\left[\mathbf{s}_{1}^{(1)}\right]^{H} \mathbf{s}_{1}^{(2)}+\left[\mathbf{s}_{2}^{(1)}\right]^{H} \mathbf{s}_{2}^{(2)}+\left[\mathbf{s}_{3}^{(1)}\right]^{H} \mathbf{s}_{3}^{(2)} \\
& +\sum_{j=1}^{3} \sum_{i=1, i \neq j}^{3}\left[\mathbf{s}_{j}^{(1)}\right]^{H} \mathbf{s}_{i}^{(2)}, \tag{53}
\end{align*}
$$

where the term $\left[\mathbf{s}_{j}^{(1)}\right]^{H} \mathbf{s}_{i}^{(2)}$ represents the MCI. With the proposed sequences, from Thm. 5, $\left[\mathbf{s}_{j}^{(1)}\right]^{H} \mathbf{s}_{i}^{(2)}=0$ by appropriately grouping the sequences; while this term is not zero for the PSS. Thus, our proposed sequences have better CFO estimation accuracy than the PSS when the Schmidl algorithm is adopted. However, even using the proposed sequences in the Schmidl scheme, there still exists the interference terms $\left[\mathbf{s}_{2}^{(1)}\right]^{H} \mathbf{s}_{2}^{(2)}$ and $\left[\mathbf{s}_{3}^{(1)}\right]^{H} \mathbf{s}_{3}^{(2)}$. Therefore, we propose a method to mitigate the interferences to improve the CFO estimation accuracy. More specifically, $\mathbf{r}^{(1)}$ and $\mathbf{r}^{(2)}$ are both multiplied by the Hermitian of the time domain synchronization sequence for the targeted cell before performing inner product. Below we explain how to mitigate the MCI by applying the proposed method for CFO estimation:

The value $q$ using the proposed method is expressed as

$$
\begin{equation*}
q=\left[\mathbf{d}_{j}^{H} \mathbf{r}^{(1)}\right]^{H}\left[\mathbf{d}_{j}^{H} \mathbf{r}^{(2)}\right] . \tag{54}
\end{equation*}
$$

From (1), (54) can be expressed to (55), shown at the bottom of the next page, and it can be manipulated as

$$
\begin{align*}
& {\left[\mathbf{d}_{j}^{H} \boldsymbol{\Phi}_{j}^{(1)} \mathbf{F}^{H} \boldsymbol{\Lambda}_{j} \mathbf{w}_{j}+\sum_{i=0, i \neq j}^{I-1} \mathrm{MCI}_{j \leftarrow i, \text { domi }}^{(1)}+\mathrm{MCI}_{j \leftarrow i, \text { resi }}^{(1)}\right]^{H}} \\
& \cdot\left[\mathbf{d}_{j}^{H} \mathbf{\Phi}_{j}^{(2)} \mathbf{F}^{H} \boldsymbol{\Lambda}_{j} \mathbf{w}_{j}+\sum_{i=0, i \neq j}^{I-1} \operatorname{MCI}_{j \leftarrow i, \text { domi }}^{(2)}+\operatorname{MCI}_{j \leftarrow i, \text { resi }}^{(2)}\right] . \tag{56}
\end{align*}
$$

From the discussion in IV, with the proposed sequences, $\mathrm{MCI}_{j \leftarrow i, \text { resi }}$ is sufficiently small to be ignored when CFO is small. Moreover, $\mathrm{MCI}_{j \leftarrow i}$, domi is zero by appropriately grouping the proposed sequences. Therefore, (56) can be approximated to

$$
\begin{aligned}
q & \approx\left[\mathbf{d}_{j}^{H} \boldsymbol{\Phi}_{j}^{(1)} \mathbf{F}^{H} \boldsymbol{\Lambda}_{j} \mathbf{w}_{j}\right]^{H}\left[\mathbf{d}_{j}^{H} \boldsymbol{\Phi}_{j}^{(2)} \mathbf{F}^{H} \boldsymbol{\Lambda}_{j} \mathbf{w}_{j}\right] \\
& =e^{j 2 \pi \epsilon_{j}\left(1+\frac{N_{g}}{N}\right)}\left\|\mathbf{d}_{j}^{H} \boldsymbol{\Phi}_{j}^{(1)} \mathbf{F}^{H} \boldsymbol{\Lambda}_{j} \mathbf{w}_{j}\right\|^{2}
\end{aligned}
$$

Therefore, the estimated CFO $\widehat{\epsilon}_{j}$ of the targeted cell can be obtained by

$$
\widehat{\epsilon}_{j}=\frac{1}{2 \pi\left(1+\frac{N_{g}}{N}\right)} \text { angle }(q)
$$

It is worth to emphasize that the proposed CFO estimation is modified from the Schmidl algorithm, which is designed for single cell environment. The proposed CFO estimation by using the designed sequences for multi-cell environments in concluded in Algorithm 2.

```
Algorithm 2: Proposed CFO estimation algorithm for
multi-cell environments.
    1: Multiply the Hermitian of the time-domain
        synchronization sequence of the targeted cell \(\mathbf{d}_{j}\) to the
        two consecutively received signals \(\mathbf{r}^{(1)}\) and \(\mathbf{r}^{(2)}\).
    Calculate \(q=\left[\mathbf{d}_{j}^{H} \mathbf{r}^{(1)}\right]^{H}\left[\mathbf{d}_{j}^{H} \mathbf{r}^{(2)}\right]\).
    The CFO of the targeted cell \(\epsilon_{j}\) is obtained by
        \(\widehat{\epsilon}_{j}=\frac{1}{2 \pi\left(1+\frac{N_{g}}{N}\right)}\) angle \((q)\).
```


## VI. Simulation Results

In this section, simulation results are provided to show the orthogonality and the MCI characteristics of the proposed sequences. Moreover, we compare the accuracy of the CFO estimation between the PSS [1] and the proposed sequences in single-cell and multi-cell environments. The sequence length $N$ is 64 and the roots for the proposed sequences are $u_{1}=3$ and $u_{2}=2$.
Example 1. Interfering cells of the proposed sequences: This example investigates the number of interfering cells in Thms 5 and 6. Let the sequence length be $N=32$ and the multipath length be $L=4$. The MCI results before and after channel compensation are shown in Figs. 2(a) and 2(b), respectively. The black squares in the figures indicate that if the user links to the targeted cell $j$, he/she receives the interference from the interfering cells with index $i$. We observe that the number of interfering cells before channel compensation is $L-1$, which is consistent with the discussion in Section IV. On the other hand, the number of interfering cells is $2(L-1)$ after channel compensation, which also matches the analytical results.
Example 2. MCI of the proposed sequences with CFO: The MCI to the targeted cell for multipath length $L=4$ is illustrated in Fig. 3. The simulation result is obtained by setting the distribution of the CFO be either uniform or Gaussian, which may represent the worst and the realistic CFO scenarios, respectively. More specifically, we let the CFO be uniformly distributed between -0.1 and 0.1 (subcarrier spacing), or normally distributed with outage probability $\operatorname{Pr}\{|\mathrm{CFO}|>0.1\}=10^{-5}$. The MCI is normalized by $\left.\left|\sum_{k=0}^{N-1} \lambda_{j}[k]\right| w_{i}[k]\right|^{2} \mid$ and averaged for different channel realizations. Except for the dominant interfering cells, the gap between the desired signal and the most serious interfering cell are around 13 dB for uniform CFO and 18 dB for Gaussian CFO ; in general the gap are around 18 dB for uniform CFO and 23 dB for Gaussian CFO. By carefully excluding the most serious interfering cells, the induced interference is small and ignorable. Therefore using the proposed sequences, the algorithms designed for single-cell environments can be used in multi-cell environments even if CFO exists.


Fig. 2. The MCI of the proposed sequences with multipath length $L=4$.

Example 3. CFO estimation in single-cell environments: This example shows the accuracy of CFO estimation for the proposed sequences in single-cell environments. Let the length of CP $N_{g}$ be 16, and the CFO distribution be either uniform or Gaussian like the settings in Example 2. To ensure the correctness of the simulation, first we let the channel be AWGN, where we can find a Cramer-Rao bound for the estimation error [19], which is

$$
\begin{equation*}
\operatorname{var}\left[\frac{\widehat{\epsilon}}{2 \pi\left(1+\frac{N_{g}}{N}\right)}\right] \geq \frac{1}{\left[2 \pi\left(1+\frac{N_{g}}{N}\right)\right]^{2} \cdot N \cdot S N R} \tag{57}
\end{equation*}
$$

The estimation error of the primary sequence and the proposed sequence for AWGN channel is shown in Fig. 4. We see that when SNR is sufficiently high, both the PSS and the proposed sequences can achieve the Cramer-Rao bound in


Fig. 3. The MCI of the proposed sequence with different CFO distributions


Fig. 4. Single-cell CFO estimation at AWGN channels.

AWGN environments. Now let the channel length $L=4$, the estimation error is shown in Fig. 5. From the figure, the proposed sequence performs nearly the same with the PSS. Therefore in the single-cell environments, the two sequences have comparable estimation accuracy.
Example 4. CFO estimation in multi-cell environments: This example shows the accuracy of CFO estimation for the proposed sequences in multi-cell environments. In this simulation setting, three cells are deployed in the same frequency

$$
\begin{align*}
q & =\left[\mathbf{d}_{j}^{H} \sum_{i=0}^{I-1} \boldsymbol{\Phi}_{i}^{(1)} \mathbf{F}^{H} \boldsymbol{\Lambda}_{i} \mathbf{w}_{i}\right]^{H}\left[\mathbf{d}_{j}^{H} \sum_{i=0}^{I-1} \boldsymbol{\Phi}_{i}^{(2)} \mathbf{F}^{H} \boldsymbol{\Lambda}_{q} \mathbf{w}_{q}\right] \\
& =[\mathbf{d}_{j}^{H} \boldsymbol{\Phi}_{j}^{(1)} \mathbf{F}^{H} \boldsymbol{\Lambda}_{j} \mathbf{w}_{j}+\sum_{i=0, i \neq j}^{I-1} \underbrace{\mathbf{d}_{j}^{H} \boldsymbol{\Phi}_{i}^{(1)} \mathbf{F}^{H} \boldsymbol{\Lambda}_{i} \mathbf{w}_{i}}_{\mathbf{M C I}_{j \leftarrow i}}]^{H}[\mathbf{d}_{j}^{H} \boldsymbol{\Phi}_{j}^{(2)} \mathbf{F}^{H} \boldsymbol{\Lambda}_{j} \mathbf{w}_{j}+\sum_{i=0, i \neq j}^{I-1} \underbrace{\mathbf{d}_{j}^{H} \boldsymbol{\Phi}_{i}^{(2)} \mathbf{F}^{H} \boldsymbol{\Lambda}_{i} \mathbf{w}_{i}}_{\mathbf{M C I}_{j \leftarrow i}}] . \tag{55}
\end{align*}
$$



Fig. 5. Single-cell CFO estimation at multipath length $L=4$.


Fig. 6. A multi-cell scenario.
band and its layout is shown in Fig. 6. User is located at different locations, i.e., Location $1=(18,0)$ and Location $3=(0,20 / \sqrt{3})$, for comparing the estimation accuracy between the PSS and the proposed sequences. The path loss model in this example is $38.5+20 \log (r) \mathrm{dB}$ [30]. Also, we consider both uniform and Gaussian CFO scenarios like that in Example 2. The column indices of the proposed sequences are $\{0,4,8\}$ chosen from $\mathbf{W}$. The channel length $L$ is 4 .

The estimation accuracy between the proposed sequence and the PSS is shown in Fig. 7 for the user at Location 1, and in Fig. 8 at Location 3. Note that Location 3 is the boundary region of the three cells. Therefore the receiver needs to perform cell detection before CFO estimation.

From the simulation results we see that the estimation accuracy of the proposed sequence is much better than that of the PSS at both locations. The improved accuracy is due to that the proposed sequence can completely eliminate the dominant MCI arisen from the CFO, and only leave certain ignorable residual MCI. Moreover, we see from the figure that the performance improvement is more pronounced when the user is at the boundary region of different cells. In this case, the induced MCI is much stronger. Thus, using the proposed sequences can better overcome the MCI issue.
Example 5. Performance of linking to a cell: Using the


Fig. 7. Multi-cell CFO estimation at Location 1.


Fig. 8. Multi-cell CFO estimation at Location 3.
same parameter setting as in Example 4, The CFO is normally distributed with outage probability $\operatorname{Pr}(|\mathrm{CFO}|>0.1)=10^{-5}$. Without losing generality, let Cell 1 be the targeted cell to link. Fig. 9 shows the performance of linking in terms of detection error rate, i.e., the probability that the user fails linking to the targeted cell. Observe that the proposed sequences have better linking performance than the PSS applied in the LTE standard under multipath channels. This is a reasonable result because the proposed sequences do not have MCI under multipath environments.

## VII. Conclusion

In this paper we proposed sequences for multi-cell environments. We theoretically proved that the proposed sequences have good properties including constant amplitude, zero autocorrelation, and orthogonality in multipath channel environments. Moreover, we analyzed the cyclic shift property of the proposed sequences and proposed a fast algorithm to identify which sequences are the cyclically shifted version of the


Fig. 9. Performance of linking for the PSS and the proposed sequences.
others, so that the proposed sequences can be used to estimate integer CFO. Furthermore, we analyzed the induced MCI of the proposed sequences when there are fractional CFOs. The analytical results showed that the proposed sequence can completely eliminate the dominate MCI , and only leave the residual MCI, which is in general negligible. Hence, we can slightly modify the CFO estimation algorithms designed for singleuser or single-cell environments and applied them in multi-cell environments. We took a popular CFO estimation for instance, modified and applied it in multi-cell environments. Finally, simulation results showed the analytical results are accurate, and the proposed sequences and CFO estimation algorithms outperform conventional schemes in multi-cell environments. The performance improvement of the proposed sequences is more pronounced when the users is at the boundary regions of several cells, because serious MCI appears in this case. We conclude that with low computational complexity, the proposed sequences and algorithms can efficiently overcome the MCI issue in multi-cell networks.

## ApPENDIX

## A. Proof of Lemma 1

If $N$ is even, from (6), $x\left[((k-i))_{N}\right]$ is expressed as

$$
\begin{aligned}
x\left[((k-i))_{N}\right] & =x[k-i+c N]=e^{-j \frac{\pi}{N} u_{1}(k-i+c N)^{2}} \\
& =e^{-j \frac{\pi}{N}\left[u_{1}(k-i+)^{2}+2 c N u_{1}(k-i)+u_{1} c^{2} N^{2}\right]} \\
& =x[k-i] e^{-j 2 \pi u_{1} c(k-i)} e^{-j \pi u_{1} c^{2} N} \\
& =x[k-i] e^{-j \pi u_{1} c^{2} N},
\end{aligned}
$$

where $c \in Z$. Since $N$ is even, $e^{-j \pi u_{1} c^{2} N}=1$. Therefore, $x\left[((k-i))_{N}\right]=x[k-i]$.

If $N$ is odd, from (6), $x\left[((k-i))_{N}\right]$ can be expressed as

$$
\begin{aligned}
& x\left[((k-i))_{N}\right]=x[k-i+c N] \\
& =e^{-j \frac{\pi}{N} u_{1}(k-i+c N)(k-i+c N+1)} \\
& =e^{-j \frac{\pi}{N}\left[u_{1}(k-i)(k-i+1)+2 c N u_{1}(k-i)+u_{1} c N(c N+1)\right]} \\
& =x[k-i] e^{-j 2 \pi u_{1} c(k-i)} e^{-j \pi u_{1} c(c N+1)} \\
& =x[k-i] e^{-j \pi u_{1} c(c N+1)}
\end{aligned}
$$

where $c \in Z$. Since $N$ is odd, $e^{-j \pi u_{1} c(c N+1)}=1$. Therefore, $x\left[((k-i))_{N}\right]=x[k-i]$.

## B. Proof of Lemma 2

According to (5), $w_{i}\left[((k-m))_{N}\right]$ is expressed as.
$w_{i}\left[((k-m))_{N}\right]=w_{i}[k-m+c N]=e^{-j \frac{\pi}{N} \alpha_{(k-m+c N) i}}, c \in \mathbb{Z}$.
If $N$ is even, $\alpha_{(k-m+c N) i}$ can be expressed as (58), shown at the top of the next page. Therefore,

$$
\begin{aligned}
& w_{i}\left[((k-m))_{N}\right] \\
& =e^{-j \frac{\pi}{N} \alpha_{(k-m) i}} e^{-j 2 \pi c Y_{1}(k, m, i)} e^{-j \pi c^{2} N\left(u_{1}+u_{2}\right)} \\
& =w_{i}[k-m] e^{-j \pi c^{2} N\left(u_{1}+u_{2}\right)}
\end{aligned}
$$

Since $N$ is even, $e^{-j \pi c^{2} N\left(u_{1}+u_{2}\right)}=1$ and $w_{i}\left[((k-m))_{N}\right]=$ $w_{i}[k-m]$.
If $N$ is odd, $\alpha_{(k-m+c N) i}$ is expressed as (59), shown at the top of the next page. Therefore,

$$
\begin{aligned}
& w_{i}\left[((k-m))_{N}\right] \\
& =e^{-j \frac{\pi}{N} \alpha_{(k-m) i}} e^{-j 2 \pi c Y_{2}(k, m, i)} e^{-j \pi c(c N+1)\left(u_{1}+u_{2}\right)} \\
& =w_{i}[k-m] e^{-j \pi c(c N+1)\left(u_{1}+u_{2}\right)} .
\end{aligned}
$$

Since $N$ is odd, $e^{-j \pi c(c N+1)\left(u_{1}+u_{2}\right)}=1$ and $w_{i}[((k-$ $\left.m))_{N}\right]=w_{i}[k-m]$.
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